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PUBLISHER’S NOTE 

From its inception in 1940, the Interscience publishing program emphasized 
the issuance of ‘‘Advances” series and the publication of books and series 
devoted to techniques and methods. I t  was natural, therefore, to invite 
David Glick, after publication of his Techniques of Histo- and Cytochemistry in 
1949, to start Methods of Biochemical Analysis. The first volume appeared in 
1954. This series has represented a fortunate combination of two of our 
editorial aims. 

The 25-year history of the series has shown that we could not have made 
a better choice for its editor. Dr. Glick’s own field of scientific endeavor, 
histo- and cytochemistry, was a focal point of biological, chemical, and 
physical methodology. In addition, he developed a special interest in all 
phases of methods and techniques applicable to the study of biochemical and 
biological problems and their instrumentation. In addition, he was able to 
publish many “firsts” in the methodology that introduced their application 
throughout the international scientific community. 

His travels in Europe, with bases at Carlsberg Laboratory (Copenhagen), 
Karolinska Institute (Stockholm), and Stazione Zoologica (Naples) were 
especially devoted to the in-depth study of new developments of methodology. 
The connections he established there are reflected in the broad international 
flavor of the Advisory Board and the contributors to the series. 

With the publication of the twenty-fifth volume of Methods of Biochemical 
Analysis, we welcome the opportunity to express our gratitude to Dr. David 
Glick for the splendid editorial guidance he has provided and look forward 
to many more volumes under his leadership. The long-standing acceptance 
of the series by life scientists is itself a tribute to his unerring judgment in the 
selection of topics at the frontiers of biochemical research. Thus Volume 1, 
published in 1954, had a chapter on luminescence assay and in Volume 24 
field desorption mass spectrometry is reviewed. The current volume main- 
tains the high standard for which the series is well known. 

Special comment must be made on the international character of Methods 
of Biochemical Analysis as evidenced by the membership of the Advisory Board 
and the worldwide representation of the contributing authors. 

V 



vi PUBLISHER’S NOTE 

If I may add a personal note, I am particularly honored to have been 
associated with Dr. Glick over these many years. It has been a relationship 
of continuing professional and personal gratification. 

ERIC S. PROSKAUER 
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I . INTRODUCTION 

Since the last review of nuclear magnetic resonance (NMR) spectroscopy 
in this series ( 1 ) .  there have been very considerable advances in instrumen- 
tation and in methodology . The magnetic field strengths available have in- 
creased by a factor of 4. and the sensitivity of instruments has increased by a 
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factor of 40 or more. This has led to a major change in the type of problem 
that can be tackled by high resolution NMR. For example, detailed studies 
of macromolecules have become possible, and recently the study of whole 
tissues (e.g., muscle or bacteria) has begun. 

There are a large number of reviews (2-5) and books (C8) that include 
the subject of this chapter. Our aim, however, is to cover methods suitable for 
the study of biological systems by high resolution NMR. The application of 
NMR to specific problems is not reviewed exhaustively. Rather, the examples 
chosen serve to illustrate the approach to a given problem. 

To exploit fully the applications of NMR in biology, it is necessary to make 
use of sophisticated techniques, as discussed in this chapter both from theo- 
retical and empirical points of view. However we hope that the reader who 
does not wish to go into detailed theory can omit these sections and still 
appreciate the biological consequences of NMR. 

The theory has been covered in a condensed and somewhat unusual manner. 
The interested reader should see not only the origin of the rather complex 
equations that describe some aspects of the NMR phenomenon but also 
should be able to refer to the theory when reading subsequent sections. 

Some of the instrumentation in current use is discussed, particular emphasis 
being placed on pulse methods. It is the improvement in instrumentation 
that has, above all, opened the door to the study of a wide range of biochemical 
problems. However there is also a wide range of different experimental 
techniques available that can be used in the study of a given system. This 
chapter discusses methods for increasing resolution and for assignment of the 
NMR spectra of a variety of systems including proteins, nucleic acids, and 
whole tissue. I t  is only when resolved signals in a spectrum can be assigned to 
specific nuclei in the system that the full specificity of NMR can be exploited. 

Finally, some of the applications of NMR in biology are briefly reviewed. 
These are dealt with under the headings : analysis, thermodynamics, kinetics, 
structure, and motion. It is our intention to show the scope of NMR in biology 
by illustrating experimental approaches of different types. 

11. BASIC CONCEPTS 

This section briefly definei many of the concepts encountered in nuclear 
magnetic resonance. The material can be read at several levels; a first reading 
of Sections 11.1 to 11.4 should give some idea about the fundamental aspects 
of the method. Sections 11.5 to 11.7 deal in more detail with aspects that are 
important in many applications of the technique. Some attempt has been 
made to indicate how the various equations arise. For the newcomer to the 
subject it will probably be necessary to use additional material such as refs. 6, 
9, and 10. The importance of understanding this subject is that many of the 
observed phenomena can be treated with rather precise theory in a meaningful 
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way. (In many other forms of spectroscopy, application of sophisticated theory 
is a less fruitful pastime because of the numerous assumptions involved.) 

1. The Nuclear Magnetic Resonance Phenomenon 

If a nucleus has a nonzero spin angular momentum Zfi (integer or half- 
integer in units of h) and a magnetic moment p = $I, then an assembly of 
such nuclei, where y is the magnetogyric ratio, can exhibit the phenomenon 
of nuclear magnetic resonance. 

The vectors p interact with an applied magnetic field B, and take up 
discrete energy values that are labeled by the quantum number m ;  m can 
have 2 1  + 1 values (e.g., for 1 = $, m = +$). Transitions between the m states 
can be induced by an applied oscillating electromagnetic field. Large numbers 
of the vectors p can be made to change orientation in the field when the res- 
onance condition 

w = 2nv = yB, PI 
is fulfilled. In this equation o is the angular frequency of the oscillating 
magnetic field. Such changes in nuclear orientation, when detected, give a 
nuclear magnetic resonance spectrum. 

Many important nuclei possess a spin (see Table I), and each is charac- 
terized by a value of y and I .  In some cases, when I > i, there may also be a 
quadrupole moment associated with the nucleus (see Section 11.5). The 

TABLE I 

Properties of Some Magnetic Nuclei 

Frequency Approximate Natural Relative sensitivity 
Spin at 10 T shift range abundance for equal number 

Nucleus (in units of h) Q iMHz)" (PPm)b in61 of nuclei 

'H  
2H 

l3c 
14N 
5N 

"F 
23Na 
31P 
35c1 

1 ' 0  

- 1 
2 

- I 
2 

~ 1 
- 2  
- 5 

- 

1 2.8 10-3 

1 7 x 10-2 

- 

- 

- 2  4 10-3 

f 
z 0.1 

4 

- 

2 8 x 10-l  

425.8 
65.4 

107.1 
30.8 
43.2 
57.6 

400.1 
112.6 
172.4 
41.7 

15 100 
- 1.5 x lo-'  
200 1.1 

99.4 
400 4 

.~ 100 
100 

30 100 
- 75.5 

~ 

3.7 x - 

- 

1 
9.7 10-3 

1.0 1 0 - ~  
1.0 10-3 

1.6 x lo-* 

2.9 x lo-' 
0.83 

9.3 x 

6.6 x lo-'  
4.7 10-3 

The value of y can be obtained from the formula, 277 x frequency = yB,. 
Only quoted For spin $ nuclei that occur naturally in biological systems. Note that for 31P, 

biological molecules occur as phosphates; thus the range is only 30 ppm instead ofthe more usually 
quott-d 600 ppm. 
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nuclear magnetic resonance, arising from the induced changes in nuclear 
orientation, is characterized by five parameters : (1 ) a chemical shift 6, which 
is a position on an energy scale, measured in hertz (or in parts per million of 
the applied field) from some suitable standard resonance; (2) a multiplet 
structure characterized by a spin-spin coupling constant J ;  (3) a relaxation 
rate l / T 2  related to the linewidth of the resonance; (4) a relaxation rate l /T l ,  
which characterizes the rate at  which the resultant magnetization of the spin 
system returns to equilibrium along the field direction, after a perturbation 
from equilibrium; and (5) the intensity or the area of the resonance. These 
parameters are discussed below and are illustrated in Figure 1. 

J I 1 1 I I 1 I I I I I I 
9 8 7 6 5 4 

PPm 
Figure 1. The 90-MHz 'H N M R  spectrum of 30mM adenosine triphosphate in 99.8% D,O. 
Each resonance has a characteristic chemical shift value on the horizontal scale and has unit 
intensity for each proton. The resonances of H, and H, are singlets but the resonance of Hi 
is a doublet because of coupling to the Hi  proton. The linewidths of different resonances (e.g., 
of H, and H,) are different because of different relaxation times. The resolution and assignment 
of the remaining protons (Hi to H;) is difficult, and this general problem is discussed in Section 
IV. Note the intense resonance at 4.8 ppm that arises from the residual H 2 0  in the sample. 
The removal of solvent resonances is discussed in Section 111.7. 
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2. The Chemical Shift 

There are electrons between the nucleus and the applied magnetic field Bo. 
Currents are set up in the electron cloud which produce a field opposing B,.  
Such induced fields are directly proportional to B,. The dependence of the 
resonance position on electronic environment depends on the various bonds 
an atom makes, as well as on the electron distribution. Table I gives the shift 
range obscrvcd for some nuclei. In certain cases a resonance can be assigned 
to a particular type ofatom from its chemical shift position (see Section IV.3). 
The shifts are also sensitive to changes in the bond structure (e.g., those 
occurring on protonation). Following the ionization states of particular 
groups is one of the powerful applications of high resolution NMR (see 
Section V.2). 

In addition to the primary effects listed previously, which depend on the 
electron distribution around the atom whose nuclear resonance is observed, 
secondary or through-space effects are very important in biological NMR. 
Two of these secondary effects can be quantified to some extent, thus giving 
valuable structural information. These are ( u )  the effect of nearby aromatic 
rings, and ( b )  the effect of paramagnetic ions. 

Figure 2. Illustration of ring current shift. The vector of length r 
joining the center of the aromatic ring and the nucleus A makes an 
angle 6 with the perpendicular to the ring and an angle 8’ with the 
B,  field direction. 

Consider a benzene ring: the n electrons are essentially delocalized, and 
if B, is applied perpendicular to the plane of the molecule, a field that opposes 
B,  is produced by the circulating electrons. The field produced may be con- 
sidrred as a dipole p, which produces a field at  a nucleus A ,  a distance r away 
(Figure 2 ) .  The field at A is proportional to ( 3  cos2 8’ - l ) / r 3 ,  where 8’ is the 
angle between the B, direction and the vector r. In solution the molecule 
tumbles, and the field at  A is averaged over all 8’; but since the induced 
dipole is very anisotropic (e.g., for a benzene ring p/, = 0),  there is a net field 
experienced at  A .  This is of the form (pL - pf,) (3  cos’8 - 1)/3r3, where 0 is 
the angle between r and the perpendicular of the ring. Extensive tables and 
contour maps have now been constructed for the ring current shifts produced 
by amino acids and nucleotides ( 1  1 - 13). 
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The induced shift of a paramagnetic center has the same form as the ring 
current shifts, although the exact geometric dependence of the shift of the 
bound metal is less obvious and exchange of the paramagnetic center between 
different sites can cause complications. Paramagnetic ions especially the 
lanthanide ions, are a powerful means of determining structure, and these are 
discussed in Section V.4. 

There are various other possible secondary shift effects, which are often very 
hard to quantify. These include electrostatic effects, the anisotropic shielding 
of carbonyl groups, and direct overlap of electrons from a paramagnetic 
center (this effect is often called a contact shift, see Section V.4). Chemical 
exchange effects are treated separately in Section 11.6. 

3. spin-spin coupling 

The resonances in a high resolution spectrum often exhibit multiplet 
structure that arises from a weak interaction (of magnitude J Hz) between 
magnetic nuclei. The interaction is conveyed between the nuclei by the 
electrons in a chemical bond. The nature of the resulting multiplet depends 
on the number of bonds between the coupled nuclei, the nature of the bond 
and on several other factors: 

1. The number and spin of the bonded nuclei causing the fine structure of 
the resonance. For example, the spectrum of a nucleus coupled to one nucleus 
with I = 3 is a doublet, whereas the spectrum when coupled to two equivalent 
nuclei with I = 4 is a triplet with intensities in the ratio 1 : 2 : 1. 

The chemical sh$t 6 between the resonance of the observed nucleus and 
the resonances of the nuclei causing the splitting. When 3 << 6, the spectra 
are called first order and the two components of a doublet have approximately 
equal intensity. When 3 is comparable to 6 ,  the outer components of a pair of 
doublets are weaker than the inner ones and the spectra are, in general, 
complex. Computer programs are now available for simulating such spectra, 
and this aspect is not usually a problem in biological NMR, especially with 
the use of very high fields (6 increases with B, ,  but 3 is constant). 

The value o f 3  for the 'H-'H coupling in a 'H-X-Y-'H 
fragment can be related to the dihedral angle using empirical curves. For 
example, the observed doublet splittings of the peptide NH resonances of 
rigid cyclic polypeptides have been related to bond angles (14,15). This 
method can also be extended to include 13C and I5N couplings. 

The populations of conformers in solution. For example, when three 
rapidly interconverting rotamers exist in equilibrium, the observed 3 value 
is a weighted mean of each of the three possible 3 values. This is a very impor- 
tant consideration in structure determinations using coupling constants (see 
Section V.4). 

2. 

3. Bond angles. 

4. 
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5 .  The  Lifetime of the nucleus-nucleus configuration within the bond. This 
period can be short if one of the nuclei has a fast relaxation rate (see Section 
II.4.B) or if i t  undergoes rapid chemical exchange. For example, in peptides, 
the 1 4 ? j  spin-spin coupling is removed because of the fast relaxation rate of the 
14N nucleus. Intermediate effects can also be observed when l/Tl the relaxa- 
tion rate is of the order of 3. 

In a manner somewhat analogous to the lifetime 
effects just described, collapse of multiplicity can be brought about by 
“stirring” one nuclear spin state with an applied radiofrequency field. This 
is known as decoupling a resonance (see Section 111.6). 

6. Double resonance. 

The reader is referred to refs. 9 and 10 for further discussion ofthe appearance 
of the high resolution spectra of various spin systems. 

4. Magnetization and Relaxation 

A.  MAGNETIZATION 

In a n  applied magnetic field, a n  assembly of nuclear magnetic moment 
vectors p distribute themselves among the nuclear energy levels according 
to the Boltzmann distribution law. Because of the small energy separation 
between the levels, the populations of the states are nearly equal and a 
linear expansion of the Boltzmann exponential is nearly always valid, as is 
the application of classical mechanics. In  a two-level system, the equilibrium 
magnetization along the applied magnetic field direction ( z )  is Mzo = 

$i(N2’ - NIo) = yhn,, where N20 and NIo are the populations of the levels. 
We shall see later that Mzo is proportional to the maximum observable signal 
in the NMR experiment, and this means that resonance intensity can be 
related directly to the number of spins in the sample. 

B. SPIN-LATTICE OR LONGITUDINAL RELAXATION 

In NMR all the transitions between energy levels are induced by fluctuating 
fields a t  appropriate frequencies bccause other transitions, such as spon- 
taneous emission, have negligible probability. How then is a Boltzmann 
distribution set up?  The answer is that the local field fluctuations are caused 
by thermal motions of the “lattice” (nuclei or electrons around the nucleus 
of interest), and since the lattice energy has a Boltzmann distribution, the 
probabilities of inducing upbard and downward NMR transitions are not 
equal but differ by a factor determined by the Boltzmann law. This can be 
simply expressed, for a system of two energy levels, as is observed for spin 3 
nuclei; if WI2 and W 2 ,  are the transition probabilities defined in Figure 3. 
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Figure 3. Two energy levels (1 and 2) are shown with popula- 
tions Nl and N2. The probability for the transition 2 --* 1 is W2, 
and for 1 + 2 is W12. Nz 

2 

The rate equation is 

The signal observed is proportional to M, = yhn, where n = N2 - Nl, 
no = N20 - Nlo. At equilibrium Nzo/Nlo = W12/W21, and using the re- 
lationship N1 + Nz = Nlo + Nzo,  the rate equation can be rewritten in terms 
of n and no 

This is a simple first-order rate process with rate constant Wlz + Wzl = 

1 / Tl, where T1 is defined to be the relaxation time of the magnetization along 
the field direction. It is also known as the spin-lattice or longitudinal relaxation 
time (because it arises from interactions with the surrounding “lattice” 
and it takes place along the field direction). The solution of [3] is n = 

n,[l + Aexp( -t/Tl)], where A is an integration constant. For example, if 
at  t = 0, n = 0, A = - 1, and n recovers from zero to the equilibrium value 
no at a rate of 1/ Tl. Typical values of Tl are of the order of 1 sec. 

Transitions between energy levels can also be induced by an oscillating 
radiofrequency field, but now the upward and downward transition prob- 
abilities are equal. As a result of this, n tends to zero under the influence of an 
applied field, a phenomenon known as saturation (see Section 111,2). 

C. THE BLOCH EQUATIONS AND TRANSVERSE MAGNETIZATION 

Thus far the discussion has considered only the populations of the energy 
levels. Since the spin has angular momentum, however, each nuclear moment 
p behaves more like a gyroscope than a bar magnet. In an applied magnetic 
field, the moments experience a twisting force that makes them precess at  a 
constant angle to the field direction. This means that there may be components 
of the magnetization at right angles to the field direction. This transverse mag- 
netization is very important, since nearly all the transitions between levels are 
induced and detected by oscillating fields in this plane. The net magnetization 
from all the individual nuclei, the bulk magnetization, obeys classical me- 
chanics, and the rate equations for the components of this magnetization in the 
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x,y-plane are of the form 

where T2 defines the decay rate of the x- and y-components of the transverse 
magnetization. 

It is, however, convenient to include in the equation of the transverse 
magnetization the fact that there is precession at  the frequency wo = yB, 
(from [ l ] )  and the effects of an applied rotating field of magnitude B ,  and 
frequency wl. The  simplest way of treating this is to view the motion of the 
bulk magnetization in a new coordinate system rotating at  frequency wl. 
The magnetization then behaves as if it were in an effective field B, - o , / y .  
When w1 = w,, the effective field vanishes. The equations of motion for the 
components of the magnetization in the transverse plane are now 

du U 
- = (w, - 0 , ) u  - ~ 

dt 7-2 
[41 

where u and u are the components, in the XI-  and 9'-directions, of the new 
coordinate system, and B ,  is applied along the rotating x'-axis. These equa- 
tions simply mean that the effective precession frequency is w, -wl and that a 
rotating field B ,  along the x'-direction induces components of M ,  into the 
9'-direction of the rotating frame (see also Section 111.2). 

Equation [4] together with a version of [3] 

are collectively known as the Bloch equations, and these equations, with some 
simple modifications, can be used in nearly all cases to interpret the transient 
behavior of the nuclear magnetization. 

Note that the transverse relaxation time T2 depends on different processes 
from T1 and the two of them are often not equal. 

D. PHASE 

The directions of the components in thc x,y-plane are experimentally 
observable in NMR. A way of defining the direction of these components is 
to use a phase angle 4 (Figure 4a) .  For example, the u and u components are 
90" out of phase with respect to each other; components alongy' and -9' are 
180" out of phase, and so on. 

Viewed another way, a solution of [4] is u = sin[(wo - wl) t ]  exp ( -  t /T2) ,  
which is a n  oscillation at frequency wo - ol, which decays with a time 
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Figure 4. Three representations of the idea of phase in NMR. ( u )  The rotating x’, y’-plane, 
with a magnetization vector that makes a phase angle 4 with they’-axis a t  t = 0. (6) The signal 
that would be detected in the x,y-plane as the magnetization vector rotates around the z-axis, 
for two different values of 4. (c) The Fourier transformation of signals like those in (6) for four 
different values of 4 (see also Figures 11, 12, 17 and Section 111.5). 

constant T2 (Figure 4). The solution for u, in the absence of B,,  is v = 

cos[(w, - wl) t ]  exp( - t /  T 2 ) ,  which is a signal 90” out of phase with respect 
to the u component. 

This concept ofphase is referred to extensively in Sections I11 and IV. 

5. Dipolar Relaxation 

The most important mechanism causing relaxation in solutions of macro- 
molecules is the thermal motion of the molecule, which modulates the local 
fields produced by the dipole-dipole interactions. The field exerted by one 
dipole on another has a component proportional to (3 cos2 8 - l ) / r 3 ,  and 
since molecular motion causes 8 to vary, this component fluctuates. Some of 
the resulting field fluctuations are effective in inducing transitions between 
the energy levels of the system. 

A. THE RATE EQUATIONS AND TI 

Consider two spin 3 nuclei I and S, coupled by dipolar interactions. In 
general the energy states of I will be influenced by the interaction of S, and 
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Figure 5 .  
for a system of two nuclei, I and S, of spin f. 

Energy level diagram and transition probabilities 

4 

vice versa; thus the system is described by four energy levek, as illustrated in 
Figure 5. The four levels are labeled 1-4 and W, and Ws are the mean transi- 
tion probabilities of the principal Z and S transitions, corresponding to fre- 
quencies wI and us, respectively. For dipolar interactions there are two other 
possible transitions, however, with probabilities W, and W, with frequencies 
w, + 01 and ws - w I .  After a perturbation from equilibrium, the rate 
equations for the populations are of the form (cf. Section II.4.B) 

and so on. 
The signal observed is proportional to the difference between energy level 

populations. Defining n, = Nlo - N , ,  and so on, the rate equations become 

d(nl  - n2) = - (2 w, + w, + W,) (nl - 722) - (W, - W,) (72, - 723) 
dt 

d(nl  - n 3 )  = - (2Ws + w, + W,) (n, - n3) - (W,  - W,) (n, - n,) dt 

However n, - n, = Z, - I ,  and nl - n3 = S, - So, where I, and S, are the 
components of the bulk magnetization of I and S along the 2-direction. Since 
Z, and So are the equilibrium magnetization values along .t, we have 

ds, - = -p,(S, - So) - a(Z, - I,) 
dt 

where pi = 2 Wi + W, + W, and 0 = W, - W, ( z  = I, S). 
These equations were first derived by Solomon (16). The IJ term leads to 

relaxation behavior described by two exponentials, in general, but in some 
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cases the relaxation can be described by a single exponential with a time 
constant TI .  This occurs, for example, in the two cases that follow : 

1. When I, 2: S, at all times. This case is often observed for two like spins 
with p I  = p s  = p ;  then 

and 
1 
- = p + a = 2 W , + 2 W ,  [71 
TI 

2. When S, 2: So. This case occurs when S relaxes rapidly compared to I 
(see also case C in Section 111.4) ; then 

1 
- = p, = 2w, + w, + wo 
7 1  

[81 

This equation is very important, since it is applicable to relaxation of a 
nucleus I by a paramagnetic ion s or when S is subject to selective irradiation. 

For further discussions of [S] see Sections 11.5,11.6, and 111.4. Note that the 
parameter 7, is often used even in cases where it does not strictly apply, 
partly because the errors introduced are often small (1 7) .  

B. THE TRANSITION PROBABILITIES 

To evaluate the transition probabilities W,, Ws, W2,  and W ,  for dipolar 
relaxation, we must resort to quantum mechanics and time-dependent 
methods involving, for example, density matrices. We merely quote the results 
here. (see, e.g., refs. 10 and 18). 

For isotropic rotation of the dipole-dipole pair 

[91 
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where a=---- YS2Y12h2 

r6 

3 (w )  = JTrn g (z) exp ( - iwz) dz 

Here g(z) is an autocorrelation function that describes the time scale of the 
fluctuating magnetic fields. In many cases g ( T )  is exponential and can be 
expressed as exp ( - t/t ,),  where T ,  is a correlation time (this simply means that 
the probability of finding a correlation between the orientation of the dipole- 
dipole pair, sampled at  successively increasing time intervals, decreases ex- 
ponentially with time constant 7,). The relationship between J(0) and g(z) 
is a Fourier transformation, and when g(z) has an exponential form, 

(see Appendix A and Section 111.3, which discusses the Fourier transformation 
of a decaying NMR signal). When I and S are also coupled by a spin-spin 
interaction, it is possible to modify these transition probabilities to include 
this effect (19), but for first-order coupling the result is the same as above. 

Very often, especially in macromolecules, the molecular motion causing 
dipolar relaxation is not simple isotropic rotation, and we consider one simple 
example of anisotropic motion. In the case of the dipole-dipole pair rotating 
about an axis R,  which undergoes isotropic motion at an angle 8 to the axis R, 
the transition probabilities have been calculated by Woessner (20). It turns 
out that the 3 ( w )  terms are changed as follows: 

where A = (3 cos’ 8 - 1)2/4, B = 3 cos’ 8 ( l  - cos2 8), and C = ~ ( C O S ’  

8 - 1)2/4; T~ is the correlation time of the isotropic motion of R, zi is the 
correlation time of the rotation about R, and 

1 1 1  1 1 4  
+-, -L-  + -  _ =  ~- 

T B  T R  T i  T c  TR Ti 

This simple model can also give insight into anisotropic molecular motion, 
which is not strictly of the type described by the model because the transition 
probabilities are similar in other cases of anisotropic motion. For example, 
this motion could result from rotation of an ellipsoid (21) or could be con- 
cerned with variations in separations between magnetic dipoles (22). 

The equations that represent I,, for relaxation by like spins, are equations 
[7], [9], [l 11 evaluated and plotted in Figure 6 for isotropic and anisotropic 
motion as a function of T ~ .  
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Figure 6. Solutions of [7], [9], [I  I], and [12] 
for like spins as a function of T ~ ,  at 90 MHz 
(dashed curves) and 270 MHz (solid curves). 
The tl term was calculated by assuming that 
one proton 2.5 A away caused the dipolar 
relaxation. Curves a and c give the 'TI and 
T2 values, respectively, for isotropic rotation. 
Curves b and d show the 7, and I, values 
for anisotropic motion defined by ri = 10-gsec 
and 0 = 90". 

More complex equations for anisotropic motion and dipolar relaxation by 
translational motion rather than rotation have been published (18,23). 

c .  DIPOLAR RELAXATION EFFECTS ON T2 

In  general the transverse magnetization decays exponentially, unlike the 
z-axis magnetization. We simply quote the results of calculations by Solomon 
and others : 

l a  
for like spins: - = - (9WO + low, + W,) 

T2 2 

l a  
for unlike spins: - = - ( J ( O )  + 5W0 + lOW, + 20Ws + 5W2) 

T2 2 

For like spins and isotropic rotation, the relaxation equations reduce to the 
simple forms 

Figure 6 also plots [ 121 ; and so on, for isotropic and anisotropic rotation. 
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D. THE NUCLEAR OVERHAUSER EFFECT 

I. D. CAMPBELL AND C. M .  DOBSON 

IfS, is driven to zero (saturated) by a selective irradiation at  the frequency 
of the S resonance (see Section 111.6), and if I, is observed under steady-state 
conditions (d l , /d t  = 0) then, from [6] we have 

whew 9 is defined as the nuclear Overhauser enhancement parameter (24). 
For example, when T~ << W I ,  O/pr  = 3, thus when So = I,, (like spins) there 
is a 5O0/; increase in the signal intensity. 

for several nuclei for the limits zR  << W I  and 
T~ >> 0 1  when the S spins are 'H nuclei. Figure 7 plots the variation of 9 
with T~ for 'H-'H dipolar interaction. 

Table I1 lists the values of 

TABLE I1  

The Nuclear Overhauser Effect" 

'H + 0.50 - 1.00 
'3C +1.99 +0.15 
'5N -3.93 + 0.88 
''F +0.53 ~ 1.04 
31P + 1.23 + 0.002 

a Where p* = 0, S corresponds to 
'H,  and S is saturated for a time 
greater than 4/p. 

lo-' lo-ll lo-'o 10-9 10-8 

r,lsec-' 

Figure 7. 
as a function o f T R .  Curves a and b give values ofq for anisotropic rotation defined by T~ = 

and 0 
at 90 and 270 MHz, respectively. 

The nuclear Overhauser eflect calculated from [7], [9], [ l l ]  and [13] for like spins 
sec 

90" at 90 and 270 MHz, respectively; curves c and d give values of q for isotropic rotation 
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E. GENERALIZATION OF THE DiPOLAR INTERACTION EQUATIONS 

When several S-type nuclei (usually protons) cause relaxation of the Ispin, 
the situation is more complex than that outlined earlier, but the various 
contributions appear to be additive to a good approximation and can be 
rewritten as f i2y12ys2 cFj-6, where cj is a sum over all protons contributing 
to the relaxation and r j - 6  is the mean of the inverse sixth power of the separa- 
tion between each ISj pair. The Overhauser enhancement of the I resonance, 
observed on irradiation of the Sspins, however, is not necessarily additive (24). 

Other relaxation sources (e.g., dissolved paramagnetic impurities) must 
also be taken into account. This is done by incorporating additional transition 
probabilities W,* and W3 for the I and S transitions (these effects do not 
change W, and Wo). The Overhauser enhancement parameter for a spin 
pair then becomes 

where p* = 2 WF 

6. Chemical Exchange 

If a nucleus can exist in two or more environments, exchange between these 
environments may cause very large changes in the observed spectrum and the 
observed relaxation rates. Consider exchange between two sites with bulk 
magnetizations I and S, respectively. The effect of exchange between I and 
S sites on the longitudinal relaxation is given by the modified Bloch equation (25) 

since magnetization now not only relaxes by a spin-lattice mechanism but 

there is also a loss from I and a gain from S according to I S. A similar 

equation is obtained for dS,/dt, and this pair of coupled differential equations 
is similar in many ways to [6 ] ,  derived for dipolar relaxation. As before, 
consider the solution of these equations in two special cases. 

When Z, N S, at  all times (i.e., for like spins), 

kr 

ks 

1. 
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2 .  When S, is constant either by rapid relaxation (e.g., caused by a 
paramagnetic ion) or by double resonance (see Section 111.6) ; then 

1 
~ = P I  + kI 
‘lobs 

Case 2, which applies when separate resonances are observed for I and S ,  is 
known as the slow exchange limit. In thefast exchange limit an average of the 
resonance from I and S is observed at  all times, and the observed longitudinal 
relaxation rate is the weighted mean of the relaxation rates l / T I I  and 1 /Tls; 
that is, if f I  and f, are the fractional populations of the I and S sites, then 

In the slow exchange case, since the equations are coupled, irradiation of 
S can cause changes in the behavior of the l magnetization. For example, the 
effect of making S, = 0 by double resonance is to change the intensity o f l i n  a 
manner analogous to the nuclear Overhauser effect. The phenomenon, called 
cross-saturation, is discussed further in Sections 111.6 and V.2 and Appendix B. 

The transuerse magnetization rate equations are again obtained by simple 
modification of the Bloch equations 

with similar equations for dus/dt and du,/dt. The general solution of these four 
coupled differential equations is complex, but they are soluble in certain cases 
(see Appendices B and D). For example, when the populations of the two sites 
are ‘equal, the observed T2 of the averaged resonance (fast exchange) is of 
the form 

where 7 is the lifetime of each species and A is the chemical shift, in hertz, 
between the I and S environments. 

The chemical shift observed in the fast exchange limit is a weighted mean 
of the two environments, that is, 

bobs = fr4 + fshs 

where 6, and 6, are the chemical shifts of 1 and S in the absence of exchange 
(6, - 6, = A ) .  
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Shifts in the slow exchange limit are usually difficult to observe because of 
line broadening. 

7. Other Relaxation Mechanisms 

Dipolar relaxation is the most likely relaxation mechanism to be encountered 
in a biological system, followed by chemical exchange. Other mechanisms 
must sometimes be considered, however, and we briefly discuss these here. 
If the various contributions follow exponential rate laws, they can be taken 
to be additive. For example, 

1 1 1 f . . .  +- + - -  - 
1 

‘lobs ‘ldipolar ‘1PEalar T1quadrupolar 

A. SCALAR 

This is a mechanism in which the field fluctuations are brought about 
by fluctuations in the spin-spin coupling. Section 11.3 mentioned that if the 
lifetime of one nucleus is short compared to l/J, the multiplet structure of 
another nuclear resonance collapses. A fluctuating field is still experienced 
at the other nucleus from this mechanism, and if we define a new correlation 
time 

1 1 1  
- + -  

7, ‘lS =h 

where TlS is the relaxation rate of a nucleus (or electron) in the bond and zh 
is the lifetime of the scalar interaction (the lifetime of the bond), 

1 r 

These terms are normally small but may be important, especially with 
paramagnetic transition metal ions such as cobalt. In the case ofparamagnetic 
ions, J is usually replaced by A / h  and is called a contact interaction. 

B. QUADRUPOLAR 

Some nuclei with I > $ possess an electric quadrupole moment e Q  that is 
the result of the nonspherical nature of the electric charge density. Molecular 
motion can then cause field fluctuations, hence relaxation. The form of TI 
is similar to the equation for dipolar interactions with u replaced by 
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where eq is the electric field gradient to which eQis coupled, E is a parameter 
related to the asymmetry around the nucleus. 

C. CHEMICAL SHIFT ANISOTROPY 

If the chemical shift of a nucleus varies with the applied field direction, 
molecular motion produces an effective field modulation at  the nucleus and 
gives rise to relaxation. In the case of axial symmetry the equations are of the 
form 

where oil - oI is a measure of the chemical shift anisotropy (csa). Note that 
the relaxation, in this case, becomes much more effective at high values of B,. 

III. NMRMETHODS 

Observation of an NMR signal involves three experimental stages : 

1.  

2. 

Application ofa magnetic field B, to the sample to create an equilibrium 
nonzero magnetization. 

Excitation of the spin system by an oscillating radiofrequency field B,  
perpendicular to B ,  (this results in a nonrandom distribution of spins pre- 
cessing around the field direction and produces components of the magnetiza- 
tion in the x,j-plane). 

3. 

In addition to the three fundamental points just indicated, data processing 
methods, multiple resonance techniques, measurement of longitudinal and 
transverse magnetization, and the special problem of observing 'H spectra in 
the presence of a large water resonance are briefly discussed. 

NMR instrumentation tends to be complex because of the low sensitivity 
but high information content of the technique. This section outlines some of 
the sophisticated methods that are available. The aim is always to determine 
the five parameters defining each resonance (Section 11.1). As in many forms 
of spectroscopy, this can be done by slowly sweeping over the spectrum by 
changing the excitation frequency. However the efficiency of the collection 
procedures is very important in NMR hence the emphasis on pulse methods 
when the parameters of many resonances may be obtained simultaneously. 

Detection of the components in the x,y-plane. 

1. The Magnetic Field Bo 

There are two distinct types of magnet in use in high resolution NMR 
instruments. One is the iron pole piece magnet, which has a maximum field 
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TABLE I11 

Factors Affecting Sensitivity" 

Factor Dependence 

Field strength, B, 
Sample volume, V, 
Time, t 
Temperature, 1 
Relaxation times 
Nucleus 
Preamplifier noise figure, F 
Coil geometry 

Detector 

B:l4 
p 3  
p 1 2  

7- * 
( 7 2 1  71 ) 
See Table I 

Solenoid - 3 times 

Quadrature J? times 

F1/2 

better than Helmholtz 

single sideband 

Adapted from Hoult and Richards (25). Sensitivity also 
depends on collection rate, filters, and use of double 
resonance. 

of around 2.5 T,* and the other is a superconducting solenoid, which has a 
present-day maximum of around 8.5 T. However several groups around the 
world are actively involved in constructing superconducting systems designed 
to achieve fields of around 11 T. The aim for higher fields is understandable 
in terms of the increased sensitivity (Table 111), which arises because of a 
larger energy difference between the energy levels of the system and the 
increased spread in chemical shift values, which is directly proportional to 
the applied field. 

Both types of magnet need a complex system of additional coils to correct 
the field homogeneity over the sample to the very high level required (about 
1 part in lo9). These are known as shim coils. To improve further the effective 
homogeneity, the sample is usually spun about its long axis. This, however, 
can introduce spinning sidebands, which are related to the spinning frequency 
and to B,  and B ,  field inhomogeneities (26). 

The field must also have very high long-term and short-term stability . This 
is achieved by using a completely separate NMR system to lock the field. The 
resonance of a nucleus (usually 2H), different from the observed nucleus but 
in the same sample tube, is excited and detected. The field can then be con- 
tinuously adjusted to maintain the resonance condition qock = Y ~ ~ ~ ~ B ~ .  The 
lock frequency is usually derived from the same master oscillator as the ob- 
serving frequency (Figure 8), which leads to very high overall stability (1 part 
in lo9). 

* i tesla (T) = 10,000gauss ( G ) .  
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Apart from obvious differences between superconducting magnets and 
electromagnets, such as the maximum field attainable and the very different 
maintenance requirements, another factor affects performance. In electro- 
magnets the sample tube is inserted at  right angles to the field direction, 
whereas in superconducting solenoid magnets the sample is inserted parallel 
to the field direction. This makes a difference in the type of tuned circuit that 
can be used, since B ,  must be produced at right angles to B, (see Table I11 
and Ref. 27) .  

I t  seems likely that for biological work, superconducting magnets will be- 
come standard. There will probably be, however, two distinct types, one of 
relatively narrow bore, used to observe 'H nuclei in small sample tubes 
( -0.4 ml of sample) at  fields of 10 T or higher, the other of wider bore, used 
to observe 13C, 31P, and perhaps "N, 'H, and 19F, at around 5 T in large 
sample tubes ( - 10 ml of sample). There are several reasons for using the lower 
field and larger volume of sample for these nuclei (e.g., 31P) ;  ( a )  highly 
purified material is often unnecessary, and therefore more is available for the 
large tubes; more is also necessary because of lower sensitivity (Tables I and 
111) ; ( b )  there are problems in spin-decoupling 'H from 13C and "N at high 
'H resonance frequencies; (G) chemical shift anisotropy has been shown to be 
a dominant relaxation mechanism for 19F, 31P, and some 13C resonances at  
very high fields--thus resolution gets worse, in some cases, on increasing B,  . 
[In some cases where paramagnetic ions are present 'H resonances may also 
become broader at  higher fields (28) . ]  

An interesting variation on the magnetic field theme is related to the recent 
use of NMR to produce images of a sample (29). One aim of this work is to 
have magnets big enough to enclose a person. Various field gradients are 
generated across the sample, and this eventually allows a map to be made 
of the NMR signals from various regions of the sample. The technique has 
been named zeugmatography (29). 

2. Excitation of the Resonances by B,  

Consider the excitation in terms of the Bloch equations [4], and see also 
Appendix C. The applied field B,  is considered to lie along the x'-axis. 
(Note that B,  can be made to lie alongy', - x', or -y' by changing the phase 
of the transmitter frequency by go", 180", or 270"; see Figure 4.) If the fre- 
quency of B, (0,) equals coo, the effective field along 2 vanishes in the rotating 
frame and B,  induces a rotation of the magnetization about the x'-axis at  a 
frequency o = yB, (from [ 11 .) Thus after a time t p ,  the magnetization precesses 
through an angle 8 = yBltp. When 8 = n / 2 ,  the application of B, for a time 
t p  is called a 90" pulse. Pulses denoted 180°, 270°, and so on, then have the 
obvious meaning. Often 8 is known as the flip angle. 
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4 
Figure 9. Definition of B,,,. In the rotating frame (frequency ol) the apparent field along z 
is (w: ~ w, )  / y  for a nucleus i of resonant frequency 02 and magnetogyric ratio y ;  B ,  is applied 
along x’, but Be,, is equal to B ,  onlv when w,,’ = w l .  

If o1 # w 0 ,  then on application ofB,, the effective field Beff, experienced 
by the nucleus may be different from B ,  (Figure 9). If (ol - wo) >> B , ,  then 
Bl  will have very little effect on the resonance of frequency o,, but Bl will 
have a large effect when w1 z wo. In other words, the influence ofB, is finite 
and is related to the magnitude of B , .  The effect of B,  is also related to the 
time for which B ,  is applied, by a Fourier transform relationship (see Appendix 
C) . This introduces the idea of selective and nonselectiue pulses. A wide spectrum 
is affected by a short, large magnitude pulse ( ix . ,  nonselective) or a small 
region is affected by a long, low magnitude pulse (i.e., selective). If a 90” pulse 
has a length t,, the region affected is of the order of 1 It, Hz (see Appendix C).  

If B,  is applied for a long time to the sample, and if yB, is much larger than 
the linewidth of the observed resonance, the magnetization M ,  not only 
rotates around Beff at frequency B ,  but also decays toward a new equili- 
brium value at a rate +(l/T, + l / T 2 )  (30). The new value is M ,  = 

M o / (  1 + yZBI2T ,  T2) .  Thesc relationships can be obtained by solution of the 
Bloch equations. [If B ,  is inhomogeneous, the decay rate toward the new 
value may be much faster than indicated here (31)]. Note that ify2B12 Tl ‘I; >> 
1 the magnetization tends to zero. This phenomenon, known as saturation, 
means that there is always an optimum in the excitation process, involving a 
compromise between inducing a maximum signal and avoiding saturation. In 
a simple pulse experiment, for example, this compromise is achieved by re- 
petitive pulses separated by less than Tl and with a pulse angle less than 90”. 

There are many possible ways of exciting an NMR spectrum and some of 
these are indicated in Table IV. In the continuous wave method a small B ,  field 
is applied to the sample and the frequency is swept over the spectral region 
very slowly so that an approximate steady state is achieved, with M, never 
being tipped far from the Z-direction. This process is very slow, and for weak 
samples with many lines the rate at which information can be collected is slow. 
If the sweep rate is increased to improve the data collection rate, each re- 
sonance “rings” at its resonance frequency after being excited by the B ,  field 
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and, since w1 is varying continuously, a very complex spectrum results because 
of interference between the resonance frequency and w , .  This spectrum can, 
however, be interpreted with sophisticated data processing that involves cor- 
relating the spectrum with another spectrum having a known response func- 
tion (see Appendix A). This technique, developed by Dadok (32), is known 
as correlation spectroscopy. It has some advantages, especially in the presence of 
large solvent peaks, since these peaks need not be excited. One other method 
that deserves mention includes the use of pseudorandom pulses to generate 
a defined excitation spectrum (33). The approach is referred to as stochastic 
resonance; detection is not particularly easy, and the method lacks the versatility 
ofsimple pulse methods. However the excitation spectrum is relatively precise, 
and this part of the method could be very useful in double resonance work (34). 

The method we concentrate on in this chapter is the short pulse or Fourier 
transform method (35 ,36;  see Ref, 37 for a simple introduction). This method 
is readily available commercially, it is very versatile, and it is the only method 
suitable for measuring some relaxation rates. The only real difficulty is the 
shape of the excitation function, which is not well defined, and this means that 
it may be difficult to excite selectively part of a spectrum. However the short 
pulse method is likely to remain the method of choice for most workers in this 
field. 

3. Detection of the Signals 

The signals induced in the x,y-plane by the various excitation methods are 
detected by means of a tuned coil (the probe) containing the sample. The 
signals are usually very small, and very sophisticated methods must be used 
to obtain the maximum possible signal-to-noise ratio.* Modern methods all 
involve amplification at  the resonance frequency, changing the frequency to 
a lower one, and some kind of signal processing in a computer. We again con- 
centrate on pulse methods, but most of the discussion is quite general. 

In a well-constructed spectrometer, the noise comes entirely from the probe 
and the first stage of amplification. Modern amplifiers, however, can be made 
to be very efficient, and the noise introduced at this stage should be 20% or 
less. The noise therefore arises almost entirely from the thermal motion of 
the electrons in the conductor of the tuned circuit of the probe. The geometry 
of the probe coil is important, both for the homogeneity of the B ,  excitation 
and the efficiency ofcoupling between the sample and the coil (see Table 111). 

* The signal-tomite ratio of a resonance is defined, by convention, as the ratio of the maximum 
signal to the peak-to-peak noise multiplied by 2.5. Various standard samples are used in sprcifi- 
cations; for example, the quartet of I"& ethyl benzene is used as the standard in 'H NMR. The 
optimum filter is used; that is, the free induction decay is convoluted with an exponential with 
the same decay rate as the signal of interest. 
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The frequency changing is achieved by mixing the detected signals of 
frequency woi with a reference frequency w,. This results in two sets of fre- 
quencies being generated, one at cooi - w,, the other at ooi + 0,. The higher 
frequencies are normally rejected by filtering. This frequency changing process 
can lead to distortions, since electronic multiplication is not always straight- 
forward. Moreover, some information is lost because it is not possible, in a 
simple mixing process, to tell the sign of cooi - w,. Thus if or comes in the 
middle of spread of cooi values, the inability to determine the sign results in a 
"folded" spectrum. This may be overcome by setting w, to less than all the 
woi values, but this is inefficient because the bandwidth must be set too high. 
Another method of overcoming this problem involves the use of quadrature 
detection (26,38). This approach entails duplication of the detector after fre- 
quency changing, with signals 90" out of phase with respect to each other. 
These two components are added into the computer simultaneously but 
separately, and it is possible to determine the sign of cooi - or, which is 
equivalent to knowing the direction of rotation (see Figure 8). The only 
difficulty presented by this method is that the two channels must be accurately 
90" out of phase with respect to each other. Methods have been devised, how- 
ever, that allow this to be done (26 ) ,  and quadrature detection will no doubt 
become a standard feature in sophisticated instruments. 

Consider the response to a 90" pulse which is, from a solution of [4], of the 
formf(t) = exp ( - t /  T2) cos woit. This transient signal, normally called a free 
induction decay, is detected; its frequency is changed to cooi - or, and it is 
amplified and stored in a computer. The normal procedure is to add up large 
numbers of these transient signals, each lasting about 1 sec. The effect of this 
is to improve the signal-to-noise ratio, because although the signals add up 
directly, the noise only adds up as the square root of the number ofsignals. This 
process is known as signal averaging and gives an improvement in signal-to- 
noise ratio proportional to the square root of the accumulation time. 

The averaged signals are then processed in the computer. In  a complex 
spectrum with many different kinds of nucleus, each type having a charac- 
teristic value ofw,' and T2,  the transient response is difficult to interpret, and 
the signal is Fourier transformed (Appendix A) to give a frequency domain 
spectrum. Before Fourier transformation, it is customary to multiply the time 
domain signal with a decreasing exponential, which increases the linewidth 
in the frequency domain by a known amount (Appendix A) and improves 
the signal-to-noise ratio. Alternatively, the data can be multiplied by an 
increasing exponential, which decreases the linewidth and signal-to-noise 
ratio. These processes are sometimes called convolution and deconvolution, respec- 
tively (36). The Fourier transformation produces a sine and cosine transform 
of the information, or real and imaginary parts as they are often called (see 
Appendix A). Suitable mixing of these two transforms allows the phase of the 
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spectrum to be adjusted (Section IL.4.D). This usually involves a frequency- 
independent and a frequency-dependent adjustment. 

The computer itself introduces some limitations. The incoming signal (s) 
must be digitized in an analog-to-digital converter (ADC). These devices are 
specified by a resolution, that is, the number of discrete levels into which the 
signal is divided, and the rate at which the conversion can be performed. 
Obviously the better the resolution, the better the signal is represented, but 
then the total number ofscans that can be accumulated in the computer before 
overflow may be limited. For example, if the ADC has a 12-bit resolution 
(212 divisions), then for a 16-bit computer word length, only 24 scans can be 
accumulated if the incoming signal is coherent. The rate of conversion must 
be at least twice as fast as the frequency of the incoming signal if the signal is 
to be properly repzesented. If the signal is sampled at less than this rate, the 
phenomenon known as aliasing occurs; that is, the signal has an apparent 
frequency, lower than the real one. In addition to ADC problems, some 
resolution is lost in the Fourier transformation because of the algorithm used, 
but this can be recovered by doubling the size of the data block using zeros, 
before transformation. The computer must also have a large data store (up 
to 32K words) to represent adequately some very detailed spectra. Some other 
factors related to the computer, such as noise introduced by round-off errors, 
have been discussed by Cooper (39). 

4. Longitudinal Relaxation 

The relaxation along the z-direction is readily measured using pulsed NMR, 
but several possible methods may be used. Some of these have been reviewed 
by Levy and Peat (41), and four are summarized in Table V. The simplest 

TABLE V 

Some ,Methods for Measuring Longitudinal Relaxation Times, TI 

Method 'Pulse sequence' Reference 

A. Inversion recovery ( 1 )  ( I8Oo-r-90-AT-D), 42 
B. Inversion recovery (11) ( 18OU-r-9O-AT-D-90-AT-D), 43 
C. Progressive saturation (90"-r-AT), 44 
D. Saturation recovery ( 90°-HS-~-90"-AT-HS)m 45 

a Symbols: 7, a variable pulse delay; n, the number ofscans performed at each 
T value; AT, the time taken for the data acquisition; D, a delay to allow the 
system to return to equilibrium; HS, a pulse that degrades the homogeneity of 
the magnet, thus causing a dephasing of any components in the w,y-plane. 
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method is the inversion recovery method, where a 180" pulse is applied to the 
system, thus causing the magnetization to invert and become -Mo.  The 
recovery back to + Mo is monitored by a series of 90" pulses at various time 
intervals (T). The modification of this method involving the measurement of 
M ,  - M ( T )  (method B) is probably the most accurate means of measuring 
Tl, although the simple inversion recovery is also good for most purposes. If 
Tl is very long, the other two methods have some advantages, but these are, 
in our experience, more prone to systematic errors. When there are imper- 
fections in the 180" pulse, components are induced in the x,y-plane. These 
components can interfere with the signal after the monitoring pulse, causing 
apparent phase anomalies in the spectrum at short z values. These anomalies 
can be reduced by switching the phase of the transmitter or by using a pulse 
to spoil the homogeneity (41). 

In addition to the methods jus t  outlined and listed in Table V, various 
other experimental methods can be used to obtain useful information about 
the <-magnetization (1 7,46). To illustrate some ofthese interesting approaches, 
consider the relaxation rates predicted by solution of the dipole-dipole inter- 
action [6] under various experimental conditions. For simplicity, assume that 

P I  = Ps = P. 

CASE A 

A nonselective 180" pulse which affects the Z and S spins equally. In  this case 
I, N S, and the recovery is given by 

which is an exponential with rate constant p + 0. 

CASE B 

A selective pulse on the Zspin only. The S, magnetization is initially at equi- 
librium (So), but as I, recovers, S, is reduced because of the 0 term in [6]. The 
relaxation of I, is nonexponential, but suihable corrections can sometimes be 
made (1 7). In the homonuclear case, where I,  and S, can be observed simulta- 
eously with a nonselective monitoring pulse, the complex behavior of I, and S, 
can be readily analyzed by taking sums and differences of S, and Z, (47). For 
example, d(S, + I,)/dt = - ( p  + a)[(l, + S,) - (Io + So)] represents an ex- 
ponential with rate constant p + g. The difference [d(S, - I,)/dt] is also ex- 
ponential with rate constant p - 0. (This type of analysis can also be applied 
to [17], which represent the "slow chemical exchange" limit, see Section V.2 
and 'Figure 10). 


