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Preface

This book is primarily concerned with clinical trials planned and conducted
within the pharmaceutical industry. Much of the methodology presented is in
fact applicable on a broader basis and can be used in observational studies and
in clinical trials outside of the pharmaceutical sector; nonetheless the primary
context is clinical trials and pharmaceuticals. The development is aimed at non-
statisticians and will be suitable for physicians, investigators, clinical research
scientists, medical writers, regulatory personnel, statistical programmers, senior
data managers and those working in quality assurance. Statisticians moving from
other areas of application outside of pharmaceuticals may also find the book
useful in that it places the methods that they are familiar with, in context in
their new environment. There is substantial coverage of regulatory aspects of
drug registration that impact on statistical issues. Those of us working within the
pharmaceutical industry recognise the importance of being familiar with the rules
and regulations that govern our activities and statistics is a key aspect of this.

The aim of the book is not to turn non-statisticians into statisticians. I do
not want you to go away from this book and ‘do’ statistics. It is the job of
the statistician to provide statistical input to the development plan, to individual
protocols, to write the statistical analysis plan, to analyse the data and to work
with medical writing in producing the clinical report; also to support the company
in its interactions with regulators on statistical issues.

The aims of the book are really three-fold. Firstly, to aid communication
between statisticians and non-statisticians, secondly, to help in the critical review
of reports and publications and finally, to enable the more effective use of statistical
arguments within the regulatory process. We will take each of these points in turn.

In many situations the interaction between a statistician and a non-statistician
is not a particularly successful one. The statistician uses terms, for example,
power, odds ratio, p-value, full analysis set, hazard ratio, non-inferiority, type II
error, geometric mean, last observation carried forward and so on, of which
the non-statistician has a vague understanding, but maybe not a good enough
understanding to be able to get an awful lot out of such interactions. Of course it
is always the job of a statistician to educate and every opportunity should be taken
for imparting knowledge about statistics, but in a specific context there may not
be time for that. Hopefully this book will explain, in ways that are understandable,
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just what these terms mean and provide some insight into their interpretation
and the context in which they are used. There is also a lot of confusion between
what on the surface appear to be the same or similar things; significance level and
p-value, equivalence and non-inferiority, odds ratio and relative risk, relative risk
and hazard ratio (by the way this is a minefield!) and meta-analysis and pooling
to name just a few. This book will clarify these important distinctions.

It is unfortunately the case that many publications, including some leading
journals, contain mistakes with regard to statistics. Things have improved over the
years with the standardisation of the ways in which publications are put together
and reviewed. For example the CONSORT statement (see Section 16.5) has led to
a distinct improvement in the quality of reporting. Nonetheless mistakes do slip
through, in terms of poor design, incorrect analysis, incomplete reporting and
inappropriate interpretation – hopefully not all at once! It is important therefore
when reading an article that the non-statistical reader is able to make a judgement
regarding the quality of the statistics and to notice any obvious flaws that may
undermine the conclusions that have been drawn. Ideally the non-statistician
should involve their statistical colleagues in evaluating their concerns but keeping
a keen eye on statistical arguments within the publication may help to alert
the non-statistician to a potential problem. The same applies to presentations at
conferences, posters, advertising materials and so on.

Finally the basis of many concerns raised by regulators, when they are reviewing
a proposed development plan or assessing an application for regulatory approval, is
statistical. It is important that non-statisticians are able to work with their statistical
colleagues in correcting mistakes, changing aspects of the design, responding to
questions about the data to hopefully overcome those concerns.

In writing this book I have made the assumption that the reader is familiar with
general aspects of the drug development process. I have assumed knowledge of the
phase I to phase IV framework, of placebos, control groups, and double-dummy
together with other fundamental elements of the nuts and bolts of clinical trials.
I have assumed however no knowledge of statistics! This may or may not be
the correct assumption in individual cases, but it is the common denominator
that we must start from, and also it is actually not a bad thing to refresh on
the basics. The book starts with some basic issues in trial design in Chapter 1
and I guess most people picking up this book will be familiar with many of the
topics covered there. But don’t be tempted to skip this chapter; there are still
certain issues, raised in this first chapter, that will be new and important for
understanding arguments put forward in subsequent chapters. Chapter 2 looks
at sampling and inferential statistics. In this chapter we look at the interplay
between the population and the sample, basic thoughts on measuring average
and variability and then explore the process of sampling leading to the concept
of the standard error as a way of capturing precision/reliability of the sampling
process. The construction and interpretation of confidence intervals is covered in
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Chapter 3 together with testing hypotheses and the (dreaded!) p-value. Common
statistical tests for various data types are developed in Chapter 4 which also covers
different ways of measuring treatment effect for binary data, such as the odds
ratio and relative risk.

Many clinical trials that we conduct are multi-centre and Chapter 5 looks at
how we extend our simple statistical comparisons to this more complex structure.
These ideas lead naturally to the topics in Chapter 6 which include the concepts
of adjusted analyses, and more generally, analysis of covariance which allows
adjustment for many baseline factors, not just centre. Chapters 2 to 6 follow a
logical development sequence in which the basic building blocks are initially put in
place and then used to deal with more and more complex data structures. Chapter
7 moves a little away from this development path and covers the important topic
of Intention-to-Treat and aspects of conforming with that principle through the
definition of different analysis sets and dealing with missing data. In Chapter 8, we
cover the very important design topics of power and the sample size calculation
which then leads naturally to a discussion about the distinction between statistical
significance and clinical importance in Chapter 9.

The regulatory authorities, in my experience, tend to dig their heels in on
certain issues and one such issue is multiplicity. This topic, which has many
facets, is discussed in detail in Chapter 10. Non-parametric and related methods
are covered in Chapter 11. In Chapter 12 we develop the concepts behind the
establishment of equivalence and non-inferiority. This is an area where many
mistakes are made in applications, and in many cases these slip through into
published articles. It is a source of great concern to many statisticians that there is
widespread misunderstanding of how to deal with equivalence and non-inferiority.
I hope that this chapter helps to develop a better understanding of the methods
and the issues. If you have survived so far, then Chapter 13 covers the analysis
of survival data. When an endpoint is time to some event, for example death,
the data are inevitably subject to what we call censoring and it is this aspect of
so-called survival data that has led to the development of a completely separate set
of statistical methods. Chapter 11 builds on the earlier discussion on multiplicity
to cover one particular manifestation of that, the interim analysis. This chapter
also looks at the management of these interim looks at the data through data
monitoring committees. Meta-analysis and its role in clinical development is
covered in Chapter 15 and the book finishes with a general Chapter 16 on the role
of statistics and statisticians in terms of the various aspects of design and analysis
and statistical thinking more generally.

It should be clear from the last few paragraphs that the book is organised in a
logical way; it is a book for learning rather than a reference book for dipping into.
The development in later chapters will build on the development in earlier chap-
ters. I strongly recommend, therefore, that you start on page 1 and work through.
I have tried to keep the discussion away from formal mathematics. There are
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formulas in the book but I have only included these where I think this will enhance
understanding; there are no formulas for formulas sake! There are some sections
that are more challenging than others and I have marked with an asterisk those
sections that can be safely sidestepped on a first (or even a second) run through
the book.

The world of statistics is ever changing. New methods are being developed by
theoreticians within university departments and ultimately some of these will find
their way into mainstream methods for design and statistical analysis within our
industry. The regulatory environment is ever changing as regulators respond to
increasing demands for new and more effective medicines. This book in one sense
represents a snapshot in time in terms of what statistical methods are employed
within the pharmaceutical industry and also in relation to current regulatory
requirements. Two statistical topics that are not included in this book are Bayesian
Methods and Adaptive (Flexible) Designs (although some brief mention is made of
this latter topic in section 14.5.2). Both areas are receiving considerable attention
at the moment and I am sure that within a fairly short period of time there will
be much to say about them in terms of the methodological thinking, examples of
their application and possibly with regard to their regulatory acceptance but for
the moment they are excluded from our discussions.

The book has largely come out of courses that I have been running under
the general heading of Statistical Thinking for Non-Statisticians for a number of
years. There have been several people who have contributed from time to time
and I would like to thank them for their input and support; Werner Wierich,
Mike Bradburn and in particular Ann Gibb who gave these courses with me
over a period of several years and enhanced my understanding through lively
discussion and asking many challenging questions. I would also like to thank
Simon Gillis who contributed to Chapter 16 with his much deeper knowledge
of the processes that go on within a pharmaceutical company in relation to the
analysis and reporting of a clinical trial.

Richard Kay
Great Longstone

January 2007
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1
Basic ideas in clinical trial design

1.1 Historical perspective

As many of us who are involved in clinical trials will know, the randomised,
controlled trial is a relatively new invention. As pointed out by Pocock (1983) and
others, very few clinical trials of the kind we now regularly see were conducted
prior to 1950. It took a number of high profile successes plus the failure of
alternative methodologies to convince researchers of their value.

Example 1.1: The Salk Polio Vaccine trial

One of the largest trials ever conducted took place in the US in 1954 and
concerned the evaluation of the Salk Polio Vaccine. The trial has been
reported extensively by Meier (1978) and is used by Pocock (1983) in his
discussion of the historical development of clinical trials.

Within the project there were essentially two trials and these clearly
illustrated the effectiveness of the randomised controlled design.

Trial 1: Original design; observed control
1.08 million children from selected schools were included in this first trial.
The second graders in those schools were offered the vaccine while the
first and third graders would serve as the control group. Parents of the
second graders were approached for their consent and it was noted that the
consenting parents tended to have higher incomes. Also, this design was
not blinded so that both parents and investigators knew which children had
received the vaccine and which had not.

Statistical Thinking for Non-Statisticians in Drug Regulation Richard Kay
© 2007 John Wiley & Sons, Ltd ISBN 978-0-470-31971-0
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Example 1.1: (Continued)

Trial 2: Alternative design; randomised control
A further 0.75 million children in other selected schools in grades one to
three were to be included in this second trial. All parents were approached for
their consent and those children where consent was given were randomised to
receive either thevaccineoraplacebo injection.The trialwasdouble-blindwith
parents, children and investigators unaware of who had received the vaccine
and who had not.

The results from the randomised control trial were conclusive. The inci-
dence of paralytic polio for example was 0.057 per cent in the placebo
group compared to 0.016 per cent in the active group and there were
four deaths in the placebo group compared to none in the active group.
The results from the observed control trial, however, were less convincing
with a smaller observed difference (0.046 per cent versus 0.017 per cent).
In addition, in the cases where consent could not be obtained, the inci-
dence of paralytic polio was 0.036 per cent in the randomised trial and
0.037 per cent in the observed control trial, event rates considerably lower
than those amongst placebo patients and in the untreated controls respec-
tively. This has no impact on the conclusions from the randomised trial,
which is robust against this absence of consent; the randomised part is still
comparing like with like. In the observed control part however the fact that
the ‘no consent’ (grade 2) children have a lower incidence that those chil-
dren (grades 1 and 3) who were never offered the vaccine potentially causes
some confusion in a non-randomised comparison; does it mean that grade 2
children naturally have lower incidence than those in grades 1 and 3? What-
ever the explanation, the presence of this uncertainty reduced confidence in
other aspects of the observed control trial.

The randomised part of the Salk Polio Vaccine trial has all the hallmarks of
modern day trials; randomisation, control group, blinding and it was experiences
of these kinds that helped convince researchers that only under these conditions
can clear, scientifically valid conclusions be drawn.

1.2 Control groups

We invariably evaluate our treatments by making comparisons; active compared
to control. It is very difficult to make absolute statements about specific treatments
and conclusions regarding the efficacy and safety of a new treatment are made
relative to an existing treatment or placebo.
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ICH E10 (2001): ‘Note for Guidance on Choice of Control Group in
Clinical Trials’

‘Control groups have one major purpose: to allow discrimination of patient outcomes (for
example, changes in symptoms, signs, or other morbidity) caused by the test treatment from
outcomes caused by other factors, such as the natural progression of the disease, observer
or patient expectations, or other treatment.’

Control groups can take a variety of forms, here are just a few examples of trials
with alternative types of control group:

• Active versus placebo

• Active A versus active B (versus active C)

• Placebo versus dose level 1 versus dose level 2 versus dose level 3 (dose-
finding)

• Active A + active B versus active A + placebo (add-on)

The choice will depend on the objectives of the trial.
Open trials with no control group can nonetheless be useful in an explora-

tory, maybe early phase setting, but it is unlikely that such trials will be able
to provide confirmatory, robust evidence regarding the performance of the new
treatment.

Similarly, external or historical controls (groups of subjects external to the
study either in a different setting or previously treated) cannot provide definitive
evidence. Byar (1980) provides an extensive discussion on these issues.

1.3 Placebos and blinding

It is important to have blinding of both the subject and the investigator wherever
possible to avoid unconscious bias creeping in, either in terms of the way a subject
reacts psychologically to a treatment or in relation to the way the investigator
influences or records subject outcome.

ICH E9 (1998): ‘Note for Guidance on Statistical Principles for Clinical
Trials’

‘Blinding or masking is intended to limit the occurrence of conscious or unconscious bias in the
conduct and interpretation of a clinical trial arising from the influence which the knowledge
of treatment may have on the recruitment and allocation of subjects, their subsequent care,
the attitudes of subjects to the treatments, the assessment of the end-points, the handling
of withdrawals, the exclusion of data from analysis, and so on.’



4 CH01 BASIC IDEAS IN CLINICAL TRIAL DESIGN

Ideally the trial should be double-blind with both the subject and the investigator
being blind to the specific treatment allocation. If this is not possible for the
investigator, for example, then the next best thing is to have an independent
evaluation of outcome, both for efficacy and for safety. A single-blind trial arises
when either the subject or investigator, but not both, is blind.

An absence of blinding can seriously undermine the validity of an endpoint
in the eyes of regulators and the scientific community more generally, especially
when the evaluation of that endpoint has an element of subjectivity. In situations
where blinding is not possible it is essential to use hard, unambiguous endpoints.

The use of placebos and blinding go hand in hand. The existence of placebos
enable trials to be blinded and account for the placebo effect; the change in a
patient’s condition that is due to the act of being treated, but is not caused by the
active component of that treatment.

1.4 Randomisation

Randomisation is clearly a key element in the design of our clinical trials. There
are two reasons why we randomise subjects to the treatment groups:

• To avoid any bias in the allocation of the patients to the treatment groups

• To ensure the validity of the statistical test comparisons

Randomisation lists are produced in a variety of ways and we will discuss several
methods later. Once the list is produced the next patient entering the trial receives
the next allocation within the randomisation scheme. In practice this process is
managed by ‘packaging’ the treatments according to the pre-defined randomisa-
tion list.

There are a number of different possibilities when producing randomisation lists:

• Unrestricted randomisation

• Block randomisation

• Unequal randomisation

• Stratified randomisation

• Central randomisation

• Dynamic allocation and minimisation

• Cluster randomisation
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1.4.1 Unrestricted randomisation

Unrestricted (or simple) randomisation is simply a random list of, for example, As and
Bs. In a moderately large trial, with say n = 200 subjects, such a process will likely
produce approximately equal group sizes. There is no guarantee however that this
will automatically happen and in small trials, in particular, this can cause problems.

1.4.2 Block randomisation

To ensure balance in terms of numbers of subjects, we usually undertake block
randomisation where a randomisation list is constructed by randomly choosing
from the list of potential blocks. For example, there are six ways of allocating two
As and two Bs in a ‘block’ of size four:

AABB, ABAB, ABBA, BAAB, BABA, BBAA

and we choose at random from this set of six blocks to produce our randomisation
list, for example:

ABBA BAAB ABAB ABBA, …

Clearly if we recruit a multiple of four patients into the trial we will have
perfect balance, and approximate balance (which is usually good enough) for
any sample size.

In large trials it could be argued that block randomisation is unnecessary. In one
sense this is true, overall balance will be achieved by chance with an unrestricted
randomisation list. However, it is usually the case that large trials will be multi-
centre trials and not only is it important to have balance overall it is also important
to have balance within each centre. In practice therefore we would allocate several
blocks to each centre, for example five blocks of size four if we are planning to
recruit 20 patients from each centre. This will ensure balance within each centre
and also overall.

How do we choose block size? There is no magic formula but more often than
not the block size is equal to two times the number of treatments.

What are the issues with block size?

ICH E9 (1998): ‘Note for Guidance on Statistical Principles for Clinical
Trials’

‘Care must be taken to choose block lengths which are sufficiently short to limit possible imbal-
ance, but which are long enough to avoid predictability towards the end of the sequence in a
block. Investigators and other relevant staff should generally be blind to the block length � � � ’
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Shorter block lengths are better at producing balance. With two treatments a
block length of four is better at producing balance than a block length of 12. The
block length of four gives perfect balance if there is a multiple of four patients
entering, whereas with a block length of 12, perfect balance is only going to
be achieved if there are a multiple of 12 patients in the study. The problem,
however, with the shorter block lengths is that this is an easy code to crack and
inadvertent unblinding can occur. For example suppose a block length of four
was being used in a placebo controlled trial and also assume that experience of
the active drug suggests that many patients receiving that drug will suffer nausea.
Suppose the trial begins and the first two patients suffer nausea. The investigator
is likely to conclude that both these patients have been randomised to active
and that therefore the next two allocations are to placebo. This knowledge could
influence his willingness to enter certain patients into the next two positions in
the randomisation list, causing bias in the mix of patients randomised into the
two treatment groups. Note the comment in the ICH guideline regarding keeping
the investigator (and others) blind to the block length. While in principle this
comment is sound, the drug is often delivered to a site according to the chosen
block length, making it difficult to conceal information on block size. If the issue
of inadvertent unblinding is going to cause problems then more sophisticated
methodologies can be used, such as having the block length itself varying; perhaps
randomly chosen from two, four or six.

1.4.3 Unequal randomisation

All other things being equal, having equal numbers of subjects in the two treatment
groups provides the maximum amount of information (the greatest power) with
regard to the relative efficacy of the treatments. There may, however, be issues
that override statistical efficiency:

• It may be necessary to place more patients on active compared to placebo
in order to obtain the required safety information.

• In a three group trial with active A, active B and placebo(P), it may make
sense to have a 2:2:1 randomisation to give more power for the A versus B
comparison as that difference is likely to be smaller then the A versus P and
B versus P differences.

Unequal randomisation is sometimes needed as a result of these considerations.
To achieve this, the randomisation list will be designed for the second example
above with double the number of A and B allocations compared to placebo.
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For unequal randomisation we would choose the block size accordingly. For a
2:1 randomisation to A or P we could randomly choose from the blocks:

AAP, APA, PAA

1.4.4 Stratified randomisation

Block randomisation therefore forces the required balance in terms of the numbers
of patients in the treatment groups, but things can still go wrong. For example,
let’s suppose in an oncology study with time to death as the primary endpoint
that we can measure baseline risk (say in terms of the size of the primary tumour)
and classify patients as either high risk (H) or low risk (L) and further suppose
that the groups turn out as follows:

A � HHLHLHHHHLLHHHLHHLHHH (H=15, L=6)

B � LLHHLHHLLHLHLHLHHLLHLL (H=10, L=12)

Note that there are 15 patients (71 per cent) high risk and six (29 per cent) low
risk patients in treatment group A compared to a split of 10 (45 per cent) high
risk and 12 (55 per cent) low risk patients in treatment group B.

Now suppose that the mean survival times are observed to be 21.5 months in A
and 27.8 months in group B. What conclusions can we draw? It is very difficult; the
difference we have seen could be due to treatment differences or could be caused
by the imbalance in terms of differential risk across the groups, or a mixture of the
two. Statisticians talk in terms of confounding (just a fancy way of saying ‘mixed
up’) between the treatment effect and the effect of baseline risk. This situation is
very difficult to unravel and we avoid it by stratified randomisation to ensure that
the ‘case mix’ in the treatment groups is comparable.

This simply means that we produce separate randomisation lists for the high
risk and the low risk patients, the strata in this case. For example the following
lists (which are block size four in each case):

H � ABBAAABBABABABABBBAAABBAABABBBAA

L � BAABBABAAABBBAABABABBBAABBAABAAB

will ensure firstly that we end up with balance in terms of group sizes but also
secondly that both the high and low risk patients will be equally split across those
groups, that is balance in terms of the mix of patients.

Having separate randomisation lists for the different centres in a multi-centre
trial to ensure ‘equal’ numbers of patients in the treatment groups within each
centre is using ‘centre’ as a stratification factor; this will ensure that we do not
end up with treatment being confounded with centre.
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ICH E9 (1998): ‘Note for Guidance on Statistical Principles for Clinical
Trials’

‘It is advisable to have a separate random scheme for each centre, i.e. to stratify by centre or
to allocate several whole blocks to each centre. Stratification by important prognostic factors
measured at baseline (e.g. severity of disease, age, sex, etc.) may sometimes be valuable in
order to promote balanced allocation within strata � � � ’

Where the requirement is to have balance in terms of several factors, a stratified
randomisation scheme using all combinations of these factors to define the strata
would ensure balance. For example if balance is required for sex and age, then a
scheme with four strata:

• Males, < 50 years

• Females, < 50 years

• Males, ≥ 50 years

• Females, ≥ 50 years

will achieve the required balance.

1.4.5 Central randomisation

In central randomisation the randomisation process is controlled and managed
from a centralised point of contact. Each investigator makes a telephone call
through an Interactive Voice Response System (IVRS) to this centralised point
when they have identified a patient to be entered into the study and is given
the next allocation, taken from the appropriate randomisation list. Blind can be
preserved by simply specifying the number of the (pre-numbered) pack to be used
to treat the particular patient; the computerised system keeps a record of which
packs have been used already and which packs contain which treatment. Central
randomisation has a number of practical advantages:

• It can provide a check that the patient about to be entered satisfies
certain inclusion/exclusion criteria thus reducing the number of protocol
violations.

• It provides up-to-date information on all aspects of recruitment.

• It allows more efficient distribution and stock control of medication.

• It provides some protection against biased allocation of patients to
treatment groups in trials where the investigator is not blind; the inves-
tigator knowing the next allocation could (perhaps subconsciously) select
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patients to include or not include based on that knowledge; with central
randomisation the patient is identified and information given to the system
before the next allocation is revealed to them.

• It gives an effective way of managing multi-centre trials.

• It allows the implementation of more complex allocation schemes such as
minimisation and dynamic allocation.

Earlier we discussed the use of stratified randomisation in multi-centre trials and
where the centres are large this is appropriate. With small centres however, for
example in GP trials, this does not make sense and a stratified randomisation
with ‘region’ defining the strata may be more appropriate. Central randomisation
would be essential to manage such a scheme.

Stratified randomisation with more than a small number of strata would be
difficult to manage at the site level and the use of central randomisation is then
almost mandatory.

1.4.6 Dynamic allocation and minimisation

ICH E9 (1998): ‘Note for Guidance on Statistical Principles for Clinical
Trials’

‘Dynamic allocation is an alternative procedure in which the allocation of treatment to a
subject is influenced by the current balance of allocated treatments and, in a stratified
trial, by the stratum to which the subject belongs and the balance within that stratum.
Deterministic dynamic allocation procedures should be avoided and an appropriate element
of randomisation should be incorporated for each treatment allocation.’

Dynamic allocation moves away from having a pre-specified randomisation list
and the allocation of patients evolves as the trial proceeds. The method looks at
the current balance, in terms of the mix of patients and a number of pre-specified
factors, and allocates the next patient in an optimum way to help redress any
imbalances that exist at that time.

For example, suppose we require balance in terms of sex and age (≥ 65 versus
< 65) and part way through the trial we see a mix of patients as in Table 1.1.

Table 1.1 Current mix of patients

A B

Total 25 25
Male 12/25 10/25
Age ≥ 65 7/25 8/25


