# A Probability and Statistics Companion 

John J. Kinney

WILEY
A JOHN WILEY \& SONS, INC., PUBLICATION

A Probability and Statistics Companion

# A Probability and Statistics Companion 

John J. Kinney

WILEY
A JOHN WILEY \& SONS, INC., PUBLICATION

Copyright ©2009 by John Wiley \& Sons, Inc. All rights reserved.
Published by John Wiley \& Sons, Inc., Hoboken, New Jersey
Published simultaneously in Canada.
No part of this publication may be reproduced, stored in a retrieval system, or transmitted in any form or by any means, electronic, mechanical, photocopying, recording, scanning, or otherwise, except as permitted under Section 107 or 108 of the 1976 United States Copyright Act, without either the prior written permission of the Publisher, or authorization through payment of the appropriate per-copy fee to the Copyright Clearance Center, Inc., 222 Rosewood Drive, Danvers, MA 01923, (978) 750-8400, fax (978) 750-4470, or on the web at www.copyright.com. Requests to the Publisher for permission should be addressed to the Permissions Department, John Wiley \& Sons, Inc., 111 River Street, Hoboken, NJ 07030, (201) 748-6011, fax (201) 748-6008, or online at http://www.wiley.com/go/permission.

Limit of Liability/Disclaimer of Warranty: While the publisher and author have used their best efforts in preparing this book, they make no representations or warranties with respect to the accuracy or completeness of the contents of this book and specifically disclaim any implied warranties of merchantability or fitness for a particular purpose. No warranty may be created or extended by sales representatives or written sales materials. The advice and strategies contained herein may not be suitable for your situation. You should consult with a professional where appropriate. Neither the publisher nor author shall be liable for any loss of profit or any other commercial damages, including but not limited to special, incidental, consequential, or other damages.

For general information on our other products and services or for technical support, please contact our Customer Care Department within the United States at (800) 762-2974, outside the United States at (317) 572-3993 or fax (317) 572-4002.

Wiley also publishes its books in a variety of electronic formats. Some content that appears in print may not be available in electronic formats. For more information about Wiley products, visit our web site at www.wiley.com.

## Library of Congress Cataloging-in-Publication Data:

Kinney, John J.<br>A probability and statistics companion / John J. Kinney. p. cm.<br>Includes bibliographical references and index.<br>ISBN 978-0-470-47195-1 (pbk.)<br>1. Probabilities. I. Title.

QA273.K494 2009
519.2-dc22

2009009329

Typeset in 10/12pt Times by Thomson Digital, Noida, India.
Printed in the United States of America

For Cherry, Kaylyn, and James

## Contents

Preface ..... xv

1. Probability and Sample Spaces ..... 1
Why Study Probability? ..... 1
Probability ..... 2
Sample Spaces ..... 2
Some Properties of Probabilities ..... 8
Finding Probabilities of Events ..... 11
Conclusions ..... 16
Explorations ..... 16
2. Permutations and Combinations: Choosing the Best Candidate; Acceptance Sampling ..... 18
Permutations ..... 19
Counting Principle ..... 19
Permutations with Some Objects Alike ..... 20
Permuting Only Some of the Objects ..... 21
Combinations ..... 22
General Addition Theorem and Applications ..... 25
Conclusions ..... 35
Explorations ..... 35
3. Conditional Probability ..... 37
Introduction ..... 37
Some Notation ..... 40
Bayes’ Theorem ..... 45
Conclusions ..... 46
Explorations ..... 46
4. Geometric Probability ..... 48
Conclusion ..... 56
Explorations ..... 57
5. Random Variables and Discrete Probability Distributions-Uniform, Binomial, Hypergeometric, and Geometric Distributions ..... 58
Introduction ..... 58
Discrete Uniform Distribution ..... 59
Mean and Variance of a Discrete Random Variable ..... 60
Intervals, $\sigma$, and German Tanks ..... 61
Sums ..... 62
Binomial Probability Distribution ..... 64
Mean and Variance of the Binomial Distribution ..... 68
Sums ..... 69
Hypergeometric Distribution ..... 70
Other Properties of the Hypergeometric Distribution ..... 72
Geometric Probability Distribution ..... 72
Conclusions ..... 73
Explorations ..... 74
6. Seven-Game Series in Sports ..... 75
Introduction ..... 75
Seven-Game Series ..... 75
Winning the First Game ..... 78
How Long Should the Series Last? ..... 79
Conclusions ..... 81
Explorations ..... 81
7. Waiting Time Problems ..... 83
Waiting for the First Success ..... 83
The Mythical Island ..... 84
Waiting for the Second Success ..... 85
Waiting for the $r$ th Success ..... 87
Mean of the Negative Binomial ..... 87
Collecting Cereal Box Prizes ..... 88
Heads Before Tails ..... 88
Waiting for Patterns ..... 90
Expected Waiting Time for HH ..... 91
Expected Waiting Time for TH ..... 93
An Unfair Game with a Fair Coin ..... 94
Three Tosses ..... 95
Who Pays for Lunch? ..... 96
Expected Number of Lunches ..... 98
Negative Hypergeometric Distribution ..... 99
Mean and Variance of the Negative Hypergeometric ..... 101
Negative Binomial Approximation ..... 103
The Meaning of the Mean ..... 104
First Occurrences ..... 104
Waiting Time for $c$ Special Items to Occur ..... 104
Estimating k ..... 105
Conclusions ..... 106
Explorations ..... 106
8. Continuous Probability Distributions: Sums, the Normal Distribution, and the Central Limit Theorem; Bivariate Random Variables ..... 108
Uniform Random Variable ..... 109
Sums ..... 111
A Fact About Means ..... 111
Normal Probability Distribution ..... 113
Facts About Normal Curves ..... 114
Bivariate Random Variables ..... 115
Variance ..... 119
Central Limit Theorem: Sums ..... 121
Central Limit Theorem: Means ..... 123
Central Limit Theorem ..... 124
Expected Values and Bivariate Random Variables ..... 124
Means and Variances of Means ..... 124
A Note on the Uniform Distribution ..... 126
Conclusions ..... 128
Explorations ..... 129
9. Statistical Inference I ..... 130
Estimation ..... 131
Confidence Intervals ..... 131
Hypothesis Testing ..... 133
$\beta$ and the Power of a Test ..... 137
$p$-Value for a Test ..... 139
Conclusions ..... 140
Explorations ..... 140
10. Statistical Inference II: Continuous Probability Distributions II—Comparing Two Samples ..... 141
The Chi-Squared Distribution ..... 141
Statistical Inference on the Variance ..... 144
Student $t$ Distribution ..... 146
Testing the Ratio of Variances: The F Distribution ..... 148
Tests on Means from Two Samples ..... 150
Conclusions ..... 154
Explorations ..... 154
11. Statistical Process Control ..... 155
Control Charts ..... 155
Estimating $\sigma$ Using the Sample Standard Deviations ..... 157
Estimating $\sigma$ Using the Sample Ranges ..... 159
Control Charts for Attributes ..... 161
$n p$ Control Chart ..... 161
$p$ Chart ..... 163
Some Characteristics of Control Charts ..... 164
Some Additional Tests for Control Charts ..... 165
Conclusions ..... 168
Explorations ..... 168
12. Nonparametric Methods ..... 170
Introduction ..... 170
The Rank Sum Test ..... 170
Order Statistics ..... 173
Median ..... 174
Maximum ..... 176
Runs ..... 180
Some Theory of Runs ..... 182
Conclusions ..... 186
Explorations ..... 187
13. Least Squares, Medians, and the Indy 500 ..... 188
Introduction ..... 188
Least Squares ..... 191
Principle of Least Squares ..... 191
Influential Observations ..... 193
The Indy 500 ..... 195
A Test for Linearity: The Analysis of Variance ..... 197
A Caution ..... 201
Nonlinear Models ..... 201
The Median-Median Line ..... 202
When Are the Lines Identical? ..... 205
Determining the Median-Median Line ..... 207
Analysis for Years 1911-1969 ..... 209
Conclusions ..... 210
Explorations ..... 210
14. Sampling ..... 211
Simple Random Sampling ..... 212
Stratification ..... 214
Proportional Allocation ..... 215
Optimal Allocation ..... 217
Some Practical Considerations ..... 219
Strata ..... 221
Conclusions ..... 221
Explorations ..... 221
15. Design of Experiments ..... 223
Yates Algorithm ..... 230
Randomization and Some Notation ..... 231
Confounding ..... 233
Multiple Observations ..... 234
Design Models and Multiple Regression Models ..... 235
Testing the Effects for Significance ..... 235
Conclusions ..... 238
Explorations ..... 238
16. Recursions and Probability ..... 240
Introduction ..... 240
Conclusions ..... 250
Explorations ..... 250
17. Generating Functions and the Central Limit Theorem ..... 251
Means and Variances ..... 253
A Normal Approximation ..... 254
Conclusions ..... 255
Explorations ..... 255
Bibliography ..... 257
Where to Learn More ..... 257
Index ..... 259

## Preface

Courses in probability and statistics are becoming very popular, both at the college and at the high school level, primarily because they are crucial in the analysis of data derived from samples and designed experiments and in statistical process control in manufacturing. Curiously, while these topics have put statistics at the forefront of scientific investigation, they are given very little emphasis in textbooks for these courses.

This book has been written to provide instructors with material on these important topics so that they may be included in introductory courses. In addition, it provides instructors with examples that go beyond those commonly used. I have developed these examples from my own long experience with students and with teachers in teacher enrichment programs. It is hoped that these examples will be of interest in themselves, thus increasing student motivation in the subjects and providing topics students can investigate in individual projects.

Although some of these examples can be regarded as advanced, they are presented here in ways to make them accessible at the introductory level. Examples include a problem involving a run of defeats in baseball, a method of selecting the best candidate from a group of applicants for a position, and an interesting set of problems involving the waiting time for an event to occur.

Connections with geometry are frequent. The fact that the medians of a triangle meet at a point becomes an extremely useful fact in the analysis of bivariate data; problems in conditional probability, often a challenge for students, are solved using only the area of a rectangle. Graphs allow us to see many solutions visually, and the computer makes graphic illustrations and heretofore exceedingly difficult computations quick and easy.

Students searching for topics to investigate will find many examples in this book.
I think then of the book as providing both supplemental applications and novel explanations of some significant topics, and trust it will prove a useful resource for both teachers and students.

It is a pleasure to acknowledge the many contributions of Susanne Steitz-Filler, my editor at John Wiley \& Sons. I am most deeply grateful to my wife, Cherry; again, she has been indispensable.

John Kinney
Colorado Springs
April 2009

## Chapter 1

## Probability and Sample Spaces

## CHAPTER OBJECTIVES:

- to introduce the theory of probability
- to introduce sample spaces
- to show connections with geometric series, including a way to add them without a formula
- to show a use of the Fibonacci sequence
- to use the binomial theorem
- to introduce the basic theorems of probability.


## WHY STUDY PROBABILITY?

There are two reasons to study probability. One reason is that this branch of mathematics contains many interesting problems, some of which have very surprising solutions. Part of its fascination is that some problems that appear to be easy are, in fact, very difficult, whereas some problems that appear to be difficult are, in fact, easy to solve. We will show examples of each of these types of problems in this book. Some problems have very beautiful solutions.

The second, and compelling, reason to study probability is that it is the mathematical basis for the statistical analysis of experimental data and the analysis of sample survey data. Statistics, although relatively new in the history of mathematics, has become a central part of science. Statistics can tell experimenters what observations to take so that conclusions to be drawn from the data are as broad as possible. In sample surveys, statistics tells us how many observations to take (usually, and counterintuitively, relatively small samples) and what kinds of conclusions can be taken from the sample data.

[^0]Each of these areas of statistics is discussed in this book, but first we must establish the probabilistic basis for statistics.

Some of the examples at the beginning may appear to have little or no practical application, but these are needed to establish ideas since understanding problems involving actual data can be very challenging without doing some simple problems first.

## PROBABILITY

A brief introduction to probability is given here with an emphasis on some unusual problems to consider for the classroom. We follow this chapter with chapters on permutations and combinations, conditional probability, geometric probability, and then with a chapter on random variables and probability distributions.

We begin with a framework for thinking about problems that involve randomness or chance.

## SAMPLE SPACES

An experimenter has four doses of a drug under testing and four doses of an inert placebo. If the drugs are randomly allocated to eight patients, what is the probability that the experimental drug is given to the first four patients?

This problem appears to be very difficult. One of the reasons for this is that we lack a framework in which to think about the problem. Most students lack a structure for thinking about probability problems in general and so one must be created. We will see that the problem above is in reality not as difficult as one might presume.

Probability refers to the relative frequency with which events occur where there is some element or randomness or chance. We begin by enumerating, or showing, the set of all the possible outcomes when an experiment involving randomness is performed. This set is called a sample space.

We will not solve the problem involving the experimental drug here but instead will show other examples involving a sample space.

## EXAMPLE 1.1 A Production Line

Items coming off a production line can be classified as either good $(G)$ or defective $(D)$. We observe the next item produced.

Here the set of all possible outcomes is

$$
S=\{G, D\}
$$

since one of these sample points must occur.
Now suppose we inspect the next five items that are produced. There are now 32 sample points that are shown in Table 1.1.

Table 1.1

| Point | Good | Runs | Point | Good | Runs |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $G G G G G$ | 5 | 1 | $G G D D D$ | 2 | 2 |
| $G G G G D$ | 4 | 2 | $G D G D D$ | 2 | 4 |
| $G G G D G$ | 4 | 3 | $D G G D D$ | 2 | 3 |
| $G G D G G$ | 4 | 3 | $D G D G D$ | 2 | 5 |
| $G D G G G$ | 4 | 3 | $D D G G D$ | 2 | 3 |
| $D G G G G$ | 4 | 2 | $D D G D G$ | 2 | 4 |
| $D G G G D$ | 3 | 3 | $D D D G G$ | 2 | 2 |
| $D G G D G$ | 3 | 4 | $G D D G D$ | 2 | 4 |
| $D G D G G$ | 3 | 4 | $G D D D G$ | 2 | 3 |
| $D D G G G$ | 3 | 2 | $G D D G D$ | 2 | 4 |
| $G D D G G$ | 3 | 3 | $G D D D D$ | 1 | 2 |
| $G D G D G$ | 3 | 5 | $D G D D D$ | 1 | 3 |
| $G D G G D$ | 3 | 4 | $D D G D D$ | 1 | 3 |
| $G G D D G$ | 3 | 3 | $D D D G D$ | 1 | 3 |
| $G G D G D$ | 3 | 4 | $D D D D G$ | 1 | 2 |
| $G G G D D$ | 3 | 2 | $D D D D D$ | 0 | 1 |

We have shown in the second column the number of good items that occur with each sample point. If we collect these points together we find the distribution of the number of good items in Table 1.2.

It is interesting to see that these frequencies are exactly those that occur in the binomial expansion of

$$
2^{5}=(1+1)^{5}=1+5+10+10+5+1=32
$$

This is not coincidental; we will explain this subsequently.
The sample space also shows the number of runs that occur. A run is a sequence of like adjacent results of length 1 or more, so the sample point $G G D G G$ contains three runs while the sample point $G D G D D$ has four runs.

It is also interesting to see, in Table 1.3, the frequencies with which various numbers of runs occur.

Table 1.2

| Good | Frequency |
| :--- | :---: |
| 0 | 1 |
| 1 | 5 |
| 2 | 10 |
| 3 | 10 |
| 4 | 5 |
| 5 | 1 |

Table 1.3

| Runs | Frequency |
| :--- | :---: |
| 1 | 2 |
| 2 | 8 |
| 3 | 12 |
| 4 | 8 |
| 5 | 2 |

We see a pattern but not one as simple as the binomial expansion we saw previously. So we see that like adjacent results are almost certain to occur somewhere in the sequence that is the sample point. The mean number of runs is 3 . If a group is asked to write down a sequence of, say, $G$ 's and $D$ 's, they are likely to write down too many runs; like symbols are very likely to occur together. In a baseball season of 162 games, it is virtually certain that runs of several wins or losses will occur. These might be noted as remarkable in the press; they are not. We will explore the topic of runs more thoroughly in Chapter 12.

One usually has a number of choices for the sample space. In this example, we could choose the sample space that has 32 points or the sample space $\{0,1,2,3,4,5\}$ indicating the number of good items or the set $\{1,2,3,4,5\}$ showing the number of runs. So we have three possible useful sample spaces.

Is there a "correct" sample space? The answer is "no". The sample space chosen for an experiment depends upon the probabilities one wishes to calculate. Very often one sample space will be much easier to deal with than another for a problem, so alternative sample spaces provide different ways for viewing the same problem. As we will see, the probabilities assigned to these sample points are quite different.

We should also note that good and defective items usually do not come off production lines at random. Items of the same sort are likely to occur together. The frequency of defective items is usually extremely small, so the sample points are by no means equally likely. We will return to this when we consider acceptance sampling in Chapter 2 and statistical process control in Chapter 11.

## EXAMPLE 1.2 Random Arrangements

The numbers $1,2,3$, and 4 are arranged in a line at random.
The sample space here consists of all the possible orders, as shown below.

$$
S=\left\{\begin{array}{llll}
1234^{*} & 2134^{*} & 3124^{*} & 4123 \\
1243^{*} & 2143 & 3142 & 4132^{*} \\
1324^{*} & 2314^{*} & 3214^{*} & 4231^{*} \\
1342^{*} & 2341 & 3241^{*} & 4213^{*} \\
1423^{*} & 2413 & 3412 & 4312 \\
1432^{*} & 2431^{*} & 3421 & 4321
\end{array}\right\}
$$

$S$ here contains 24 elements, the number of possible linear orders, or arrangements of 4 distinct items. These arrangements are called permutations. We will consider permutations more generally in Chapter 2.

A well-known probability problem arises from the above permutations. Suppose the "natural" order of the four integers is 1234. If the four integers are arranged randomly, how many of the integers occupy their own place? For example, in the order 3214 , the integers 2 and 4 are in their own place. By examining the sample space above, it is easy to count the permutations in which at least one of the integers is in its own place. These are marked with an asterisk in $S$. We find 15 such permutations, so $15 / 24=0.625$ of the permutations has at least one integer in its own place.

Now what happens as we increase the number of integers? This leads to the well-known "hat check" problem that involves $n$ people who visit a restaurant and each check a hat, receiving a numbered receipt. Upon leaving, however, the hats are distributed at random. So the hats are distributed according to a random permutation of the integers $1,2, \ldots, n$. What proportion of the diners gets his own hat?

If there are four diners, we see that $62.5 \%$ of the diners receive their own hats. Increasing the number of diners complicates the problem greatly if one is thinking of listing all the orders and counting the appropriate orders as we have done here. It is possible, however, to find the answer without proceeding in this way. We will show this in Chapter 2.

It is perhaps surprising, and counterintuitive, to learn that the proportion for 100 people differs little from that for 4 people! In fact, the proportion approaches $1-1 / e=0.632121$ as $n$ increases. (To six decimal places, this is the exact result for 10 diners.) This is our first, but by no means our last, encounter with $e=2.71828 \ldots$, the base of the system of natural logarithms. The occurrence of $e$ in probability, however, has little to do with natural logarithms.

The next example also involves $e$.

## EXAMPLE 1.3 Running Sums

A box contains slips of paper numbered 1,2 , and 3 , respectively. Slips are drawn one at a time, replaced, and a cumulative running sum is kept until the sum equals or exceeds 4 .

This is an example of a waiting time problem; we wait until an event occurs. The event can occur in two, three, or four drawings. (It must occur no later than the fourth drawing.)

The sample space is shown in Table 1.4, where $n$ is the number of drawings and the sample points show the order in which the integers were selected.

Table 1.4

| $n$ | Orders |
| :---: | :---: |
| 2 | $(1,3),(3,1),(2,2)$ |
|  | $(2,3),(3,2),(3,3)$ |
| 3 | $(1,1,2),(1,1,3),(1,2,1),(1,2,2)$ |
| 4 | $(1,2,3),(2,1,1),(2,1,2),(2,1,3)$ |

Table 1.5

| $n$ | Expected value |
| :---: | :---: |
| 1 | 2.00 |
| 2 | 2.25 |
| 3 | 2.37 |
| 4 | 2.44 |
| 5 | 2.49 |

We will show later that the expected number of drawings is 2.37.
What happens as the number of slips of paper increases? The approach used here becomes increasingly difficult. Table 1.5 shows exact results for small values of $n$, where we draw until the sum equals or exeeds $n+1$.

While the value of $n$ increases, the expected length of the game increases, but at a decreasing rate. It is too difficult to show here, but the expected length of the game approaches $e=2.71828 \ldots$ as $n$ increases.

This does, however, make a very interesting classroom exercise either by generating random numbers within the specified range or by a computer simulation. The result will probably surprise students of calculus and be an interesting introduction to $e$ for other students.

## EXAMPLE 1.4 An Infinite Sample Space

Examples 1.1, 1.2, and 1.3 are examples of finite sample spaces, since they contain a finite number of elements. We now consider an infinite sample space.

We observe a production line until a defective $(D)$ item appears. The sample space now is infinite since the event may never occur. The sample space is shown below (where $G$ denotes a good item).

$$
S=\left\{\begin{array}{c}
D \\
G D \\
G G D \\
G G G D \\
\cdot \\
\cdot \\
\cdot
\end{array}\right\}
$$

We note that $S$ in this case is a countable set, that is, a set that can be put in one-to-one correspondence with the set of positive integers. Countable sample spaces often behave as if they were finite. Uncountable infinite sample spaces are also encountered in probability, but we will not consider these here.

## EXAMPLE 1.5 Tossing a Coin

We toss a coin five times and record the tosses in order. Since there are two possibilities on each toss, there are $2^{5}=32$ sample points. A sample space is shown below.

It is also possible in this example simply to count the number of heads, say, that occur. In that case, the sample space is

$$
S_{1}=\{0,1,2,3,4,5\}
$$

Both $S$ and $S_{1}$ are sets that contain all the possibilities when the experiment is performed and so are sample spaces. So we see that the sample space is not uniquely defined. Perhaps one can think of other sets that describe the sample space in this case.

## EXAMPLE 1.6 AP Statistics

A class in advanced placement statistics consists of three juniors $(J)$ and four seniors $(S)$. It is desired to select a committee of size two. An appropriate sample space is

$$
S=\{J J, J S, S J, S S\}
$$

where we have shown the class of the students selected in order. One might also simply count the number of juniors on the committee and use the sample space

$$
S_{1}=\{0,1,2\}
$$

Alternatively, one might consider the individual students selected so that the sample space, shown below, becomes

$$
\begin{aligned}
S_{2}= & \left\{J_{1} J_{2}, J_{1} J_{3}, J_{2} J_{3}, S_{1} S_{2}, S_{1} S_{3}, S_{1} S_{4}, S_{2} S_{3}, S_{2} S_{4}, S_{3} S_{4},\right. \\
& J_{1} S_{1}, J_{1} S_{2}, J_{1} S_{3}, J_{1} S_{4}, J_{2} S_{1}, J_{2} S_{2}, J_{2} S_{3}, J_{2} S_{4}, J_{3} S_{1}, \\
& \left.J_{3} S_{2}, J_{3} S_{3}, J_{3} S_{4}\right\}
\end{aligned}
$$

$S_{2}$ is as detailed a sample space one can think of, if order of selection is disregarded, so one might think that these 21 sample points are equally likely to occur provided no priority is given to any of the particular individuals. So we would expect that each of the points in $S_{2}$ would occur about $1 / 21$ of the time. We will return to assigning probabilities to the sample points in $S$ and $S_{2}$ later in this chapter.

## EXAMPLE $1.7 \quad$ Let's Make a Deal

On the television program Let's Make a Deal, a contestant is shown three doors, only one of which hides a valuable prize. The contestant chooses one of the doors and the host then opens one of the remaining doors to show that it is empty. The host then asks the contestant if she wishes to change her choice of doors from the one she selected to the remaining door.

Let $W$ denote a door with the prize and $E_{1}$ and $E_{2}$ the empty doors. Supposing that the contestant switches choices of doors (which, as we will see in a later chapter, she should do), and we write the contestant's initial choice and then the door she finally ends up with, the sample space is

$$
S=\left\{\left(W, E_{1}\right),\left(W, E_{2}\right),\left(E_{1}, W\right),\left(E_{2}, W\right)\right\}
$$

## EXAMPLE 1.8 A Birthday Problem

A class in calculus has 10 students. We are interested in whether or not at least two of the students share the same birthday. Here the sample space, showing all possible birthdays, might consist of components with 10 items each. We can only show part of the sample space since it contains $365^{10}=4.1969 \times 10^{25}$ points! Here

$$
S=\{(\text { March } 10, \text { June } 15, \text { April 24, } \ldots),(\text { May } 5 \text {, August } 2, \text { September } 9, \ldots . \ldots
$$

It may seem counterintuitive, but we can calculate the probability that at least two of the students share the same birthday without enumerating all the points in $S$. We will return to this problem later.

Now we continue to develop the theory of probability.

## SOME PROPERTIES OF PROBABILITIES

Any subset of a sample space is called an event. In Example 1.1, the occurrence of a good item is an event. In Example 1.2, the sample point where the number 3 is to the left of the number 2 is an event. In Example 1.3, the sample point where the first defective item occurs in an even number of items is an event. In Example 1.4, the sample point where exactly four heads occur is an event.

We wish to calculate the relative likelihood, or probability, of these events. If we try an experiment $n$ times and an event occurs $t$ times, then the relative likelihood of the event is $t / n$. We see that relative likelihoods, or probabilities, are numbers between 0 and 1 . If $A$ is an event in a sample space, we write $P(A)$ to denote the probability of the event $A$.

Probabilities are governed by these three axioms:

1. $P(S)=1$.
2. $0 \leq P(A) \leq 1$.
3. If events A and B are disjoint, so that $A \cap B=\varnothing$, then $P(A \cup B)=P(A)+P(B)$.

Axioms 1 and 2 are fairly obvious; the probability assigned to the entire sample space must be 1 since by definition of the sample space some point in the sample space must occur and the probability of an event must be between 0 and 1 . Now if an event $A$ occurs with probability $P(A)$ and an event $B$ occurs with probability $P(B)$ and if the events cannot occur together, then the relative frequency with which one or the other occurs is $P(A)+P(B)$. For example, if a prospective student decides to attend University A with probability $2 / 5$ and to attend University B with probability $1 / 5$, she will attend one or the other (but not both) with probability $2 / 5+1 / 5=3 / 5$. This explains Axiom 3.

It is also very useful to consider an event, say $A$, as being composed of distinct points, say $a_{i}$, with probabilities $p\left(a_{i}\right)$. By Axiom 3 we can add these individual probabilities to compute $P(A)$ so

$$
P(A)=\sum_{i=1}^{n} p\left(a_{i}\right)
$$

It is perhaps easiest to consider a finite sample space, but our conclusions also apply to a countably infinite sample space. Example 1.4 involved a countable infinite sample space; we will encounter several more examples of these sample spaces in Chapter 7.

Disjoint events are also called mutually exclusive events.
Let $\bar{A}$ denote the points in the sample space where event $A$ does not occur. Note that $A$ and $\bar{A}$ are mutually exclusive so

$$
P(S)=P(A \cup \bar{A})=P(A)+P(\bar{A})=1
$$

and so we have

Fact 1. $P(\bar{A})=1-P(A)$.
Axiom 3 concerns events that are mutually exclusive. What if they are not mutually exclusive?

Refer to Figure 1.1.

Figure 1.1
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