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Preface and Acknowledgments

The title of this book is Thinking Syntactically. As the title suggests, the focus of the

book is on “thinking about syntax.” Syntax is the component of linguistics that is

concerned with the way words are put together to form sentences. This book illus-

trates one way of thinking about sentence formation.

The Goals of the Book

Over the years, many types of syntactic theories have been developed in an attempt

to explain how sentences are formed. An approach that has given rise to a lot of

exciting discoveries is the one initiated by the American linguist Noam Chomsky in

the 1950s and which is known as “generative grammar.” One of the properties of

generative grammar which I think makes it particularly attractive is that it uses a

methodology modeled on what is used in the natural sciences. Thus, generative

linguists try to “think” about syntax in a scientific way; they elaborate their analyses

using a scientific methodology. The emphasis on methodology entails that, when

confronted with a syntactic theory or a particular syntactic analysis, syntacticians

do not have to accept the proposals as they are, unthinkingly and blindly. Rather,

they can examine the logic behind the proposals, evaluate it, and decide on its merits.

Ideally, then, learning generative syntax should imply learning this way of thinking

about syntax. It should definitely not be rote learning. In practice, I feel syntax has

often been reduced to rote learning, and that is why I have written this book.

The goal of the book is not to present all the intricacies of one syntactic theory.

Rather, its aim is to reconstruct and to illustrate as explicitly as possible the think-

ing behind generative syntax. In other words, the aim is to illustrate how to “think

syntactically.” Generative syntax is not a spectator sport, where you sit on the

sidelines and watch others perform. Rather, I would like to get you involved. I

would like you to enter the world and the mindset of the practicing generative

syntacticians, to think with them and follow the argumentation as it develops. For

instance, sometimes when arguing in favor of one analysis over another, syntacticians

will use arguments drawn from language data; such arguments are called empirical

arguments. At other times, the syntactician will use arguments which themselves are
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drawn from the theory he or she is working in; such arguments are theoretical

arguments. Ideally, these empirical and theoretical arguments should converge, but

that is not always the case. In such circumstances, in order to evaluate one analysis

over another, it is important to be able to assess the nature of the argumentation

itself and to compare different arguments.

The result of working your way through this book should be that when you are

confronted with syntactic analyses you are able to evaluate the arguments that have

led to the analyses, to check the way the arguments have been built up, to examine

the argumentation. Indeed, observe in passing that the kind of rigorous thinking

explored here may well come in handy in everyday life, as, for instance, when you

are deciding who to vote for, whether to buy a house or to rent one, or which job to

apply for.

Another aspect that distinguishes this book from many introductions to gener-

ative syntax is the kinds of examples used. Very often, syntactic analyses are based

on a small set of home-made examples, which seem to have little or no bearing on

any kind of language that we meet in everyday life. Though this is a perfectly

legitimate move and one that we will sometimes also adopt in this book, to the

beginning students of syntax such an approach to language may look rather dry and

totally irrelevant. Because of the exclusive use of artificial examples, a syntax course

often seems to belong in a separate world, unconnected to the daily linguistic reality.

In this book, there will be arguments based on home-made “artificial” examples,

but in addition we will also be using a lot of attested examples mainly taken from

recent journalistic prose. The reason for introducing such examples is to show how

concepts that are relevant to syntactic theory are not outside the real world, but,

rather, drawn from and part of the real world.

To my mind, thinking syntactically should not be confined to syntax classes. It

should be a way of thinking that is available to you in your daily life, that makes

you curious about linguistic phenomena, that makes you interested in the language

used around you, and that even makes you more aware of the language you use

yourself. I hope that having worked your way through this book, you will have

acquired a new linguistic sensitivity, and that in everyday life you will recognize

certain patterns discussed in the book and that you will also spot new and different

patterns that would perhaps not be accounted for in the book. I hope that in the

latter case you become so intrigued by these new data that you will try to figure out

how these new data should be analyzed in terms of the system elaborated in this book.

In addition to the many attested examples, it will also often be necessary to

construct our own examples in order to test certain hypotheses. In the final chapter

of the book we will pay some attention to how such examples are constructed.

Though most examples discussed in this book are drawn from English, there is

also material drawn from other languages. The goal is to show that just as we can

think in a formal way about the structure of English, we can do the same for other

languages. If you are a native speaker of a language other than English you are

encouraged to think about your own language in similar terms as those laid out in

the book.

Preface vii
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The book does not aim at providing a complete survey of a particular theory.

Rather, it shows that a theory is the result of a particular way of thinking. But the

book also shows that the thinking is never finished. At the end of the book, we will

have outlined some components of a theory about sentence formation, but as will

become clear in the exercises throughout the book, there remain many questions

and problems, and the theory presented is by no means complete. However, this is

not only due to the limited scope of this introduction. Even if I had written a book

twice as long, and even if I had been able to incorporate all the current proposals in

syntactic theory, still, in a few months’ time, if not sooner, there would have come

along new proposals challenging some of the hypotheses presented here and invalid-

ating others. Syntactic research is a continuous and continuing enterprise shared by

many enthusiastic researchers across the world. If syntacticians really had already

formulated an exhaustive and perfect theory of sentence formation, if there really

were no questions left, then there would be no practicing syntacticians left, either.

The Organization of the Book

The exercises

The book contains five chapters, each elaborating a step toward the formulation

of a theory of sentence structure. With each chapter comes a set of exercises. The

exercise headings are accompanied by the abbreviations (T), (L), and (E). The

abbreviation (T) stands for “tie in,” and indicates that a particular exercise ties in

with the material in the preceding chapter. Tie-in exercises are signaled by footnotes

in the chapter. Whenever a footnote points toward an exercise, it means that the

exercise can be tackled at that point in the chapter. The abbreviation (L) stands for

“look ahead” and it signals that the material covered in the exercise will be taken

up in a later chapter of the book. Look-ahead exercises also contain cross-references

to the later point at which the material is tackled. The abbreviation (E) stands for

“expansion” and signals that the material covered in these exercises goes beyond

that covered in the book. Again references to further reading will be included

in them. Since the material contained in T-exercises has been covered in the text,

T-exercises will tend to be “easier” than L-exercises or E-exercises.

The format of some of the E-exercises and the L-exercises is quite different from

the standard exercise format that you may expect to find in a textbook. In particular,

some exercises are longer, they contain lots of text, and they look more like work-

book sections. The reason why such discursive exercises have not been included

in the main body of the text is that they are only intended here as additional

illustrations of how certain issues are problematic and how they can be or have

been pursued using the argumentation developed in the associated chapter. These

discursive exercises typically will not offer an exhaustive or definitive treatment of

the issues in question. Rather, they illustrate how a hypothesis is challenged and

viii Preface
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how it may have to be reworked in the light of new data or of new theoretical

proposals.

When, having worked your way through a chapter, you want a quick rehearsal

of the material in the chapter, you will probably mainly want to revise using the

T-exercises. If you want to know what is to come later in the book, you could also

try the L-exercises. If you want to discover more intriguing problems which go

beyond the discussions in the present book, you should try the E-exercises.

The footnotes in the chapters and in the exercises also contain references to the

scientific linguistics literature. However, for the student-reader many of the publica-

tions referred to will be too advanced and too technical and they should not be

tackled until you have reached the end of the book. Some more accessible references

are pointed out when they are available.

The chapters

The first chapter of the book offers an introduction to scientific methodology and

how it can be applied to the study of syntax. Among other things, this chapter

introduces the hypothesis that the meaning of a sentence is calculated on the basis

of its component parts and their relations in the structure. This hypothesis about

the mapping of form onto meaning will be one of our guidelines throughout the

book. The first chapter also provides an overview of some patterns of question

formation in English and French.

Chapter 2 introduces the key tools for identifying the constituents of a sentence.

It is shown that two of the main constituents of the sentence are its subject and its

verb phrase. The verb phrase is a constituent whose head is a verb. It is a “projec-

tion” of the verb. The verb denotes the action or state depicted by the sentence; it

has a lot of descriptive content and it is called a lexical head. The projection of the

verb is a lexical projection.

Chapter 3 shows how subject and verb phrase are related through a linking

element, the inflection of the verb. This chapter introduces the hypothesis that the

inflection of the finite verb heads its own projection. The inflection is a “functional”

head; it does not have the same kind of descriptive content as a lexical head. Projec-

tions of functional elements are called functional projections.

In Chapter 4 we pursue one of the consequences of the hypothesis that the mean-

ing of the sentence is worked out on the basis of its component parts and their

structural relations. We will discover that for this hypothesis to be maintained, the

sentences must have more than one subject position. We introduce the hypothesis

that the subject is first inserted inside the VP and is then moved to the subject

position outside the VP.

The final chapter of the book returns to question formation and we show how the

system elaborated in the first four chapters of the book can be implemented to

derive the word order in English questions. This chapter focuses on the importance

of the movement operation for the formation of sentences.

Preface ix
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A Note to the Teacher

This book targets introductory syntax classes. It could be the first step in a syntax

program that will lead onto more theoretical work or it could be the starting point

of a more empirically oriented approach with a generative basis. The exercises try

to illustrate these two directions.

Though there are many exercises in the book, I hope that the exercises will also

provide inspiration for additional exercises along the format of those in the book.

This may be particularly relevant for teachers whose students are native speakers of

languages other than English. Exercises in the students’ own language can be pro-

vided modeled on those in the book. One type of exercise which is not provided in

the exercise sections but is a natural spin-off from the way the book is written is to

ask students to look for particular patterns in their own reading. From my own

experience, though, I have found that it is important to define such research tasks

rather narrowly, so that they can be tied to the teaching. The attested data in the

exercises in this book can be taken as a guideline for the students’ own search. Such

research exercises can be devised both for English and for other languages.

References in footnotes of the text signal the relevant literature and they are

intended to make up for the inevitable shortcuts that have to be part and parcel of

a fairly basic introduction. Both older “classic” texts in the generative literature and

more recent minimalist texts have been included.

The textbook should cover an introductory semester-long course in syntax. The

chapters can also be the basis for self-study. The text can be complemented with

additional readings, and suitable supplementary reading can be of various types. By

way of illustration, I offer some suggestions here, but the choice will depend very

much on the overall orientation of the linguistics program into which this book is

being integrated. For instance, since a lot of the discussion hinges around functional

structure and the subject, the course could lead up to a study of some of the recent

discussions of the position of subjects or of verbs. Accessible overview papers

on this area can be found in many of the syntax handbooks that have been pub-

lished recently. McCloskey (1997), for instance, would be a very good follow-up to

Chapter 4. Another possible extension would be to take the students beyond the

proposals in the book and to explore the concept of “Predicate Phrase” (Bowers

2001). Yet another possibility would be to extend the discussion to the structure of

the nominal projection, an issue which is not touched upon very much here. Bernstein

(2001) could be the basis for such an extension. Some more advanced theoretical

papers written against a Minimalist background might also be used, though these

will probably require more input from the teacher.

The book might be suitably complemented with papers in neighboring areas of

interest. For instance, the discussion of functional categories might be linked to

papers on the question of language acquisition and on the question of how much of

such structure is present in the early grammar. To mention but two examples, one

might choose some of the papers in Clahsen (1996) or in Friedemann and Rizzi

x Preface
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(1999). The text could also be complemented with material on language variation

or on creolization (cf. DeGraff (1997), and the papers in DeGraff (1999)). Alternat-

ively, the course could be accompanied by papers on processing such as Frazier and

Clifton (1989), or Gibson and Warren (2004) to mention one recent example.

The textbook should also enable the student to move easily on to introductory

textbooks such as my own Introduction to Government and Binding Theory (1994)

or Haegeman and Guéron’s (1999) English Grammar: A Generative Perspective.

The book could also lead onto any of the recent introductions to Minimalist syntax

such as Andrew Carnie’s (2002) Syntax: A Generative Introduction, David Adger’s

(2003) Core Syntax, Andrew Radford’s (2004) Syntactic Theory and English Syntax,

or Norbert Hornstein, Jairo Nunes, and Kleanthes Grohmann’s (forthcoming)

Understanding Minimalism: An Introduction to Minimalist Syntax.
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Introduction: The Scientific Study of Language 3

1 In this book footnotes will be used for the following purposes:

• to add various comments to the text – notes 2 and 6 of this chapter are examples;

• to refer to earlier or later sections in the book in which the issue under consideration or a

related issue is discussed – notes 8 and 9 of this chapter are examples;

• to point the reader to relevant exercises – note 4 of this chapter is an example;

• to refer to the literature for more extensive discussion of issues dealt with in the text – notes

3 and 5 of this chapter are examples. In general the references will offer a more complete

survey of the data and/or a more sophisticated theoretical analysis. The texts referred to will

usually be more advanced and will probably not be accessible to the student-reader, at least

not at the early stages of the book. When a text is itself introductory (and hence accessible)

this will be signaled in the note.

0 Introduction: Scope of the Chapter

This chapter is an introduction: it sets the scene for the remainder of the book. The

focus of our enquiry in this book is language and in particular we will be interested

in the way that words are put together to form sentences. The study of sentence

formation is usually referred to as syntax.

Syntax is a branch of linguistics. In this chapter we discuss the main properties of

the methodology used in linguistics. We set the scene for the later chapters in that

we will determine how we ought to go about it when studying syntax. The chapter

is divided into three sections. In section 1 we discuss the methodological implications

of the idea that linguistics is a scientific discipline. We will try to determine what the

defining properties of scientific work are and to formulate some guidelines for our

own work. Using the example of question formation in English, section 2 offers an

illustration of the scientific methodology used in linguistics. Section 3 shows why,

even when concentrating on the formation of English sentences, it is important to

extend the data we examine beyond Modern English. Section 4 is a summary.1

1 Linguistics as the Science of Language

1.1 Linguistics as a science

1.1.1 SOME DEFINITIONS

Syntax, the area of study we are concerned with in this book, is a domain of lin-

guistics. When we look up the word linguistics in a dictionary we find definitions

such as the following:
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4 Chapter 1

Linguistics (i) The science of language(s), esp. as regards nature and structure.

(Concise Oxford Dictionary (COD) 1976: 632)

(ii) The study of human speech in its various aspects (as the units,

nature, structure, and modification of language, languages, or a

language including esp. such factors as phonetics, phonology, mor-

phology, accent syntax, semantics, general or philosophical gram-

mar, and the relation between writing and speech) – called also

linguistic science, science of language. (Webster’s Third New Inter-

national Dictionary of the English Language 1981: vol. II, 1317)

(iii) The study of language in general and of particular languages,

their structures, grammar etc. (Longman Dictionary of English

Language and Culture (LDOCE) 1998: 767)

The three definitions are similar, but careful readers may have observed that

definitions (i) and (ii) contain the word science, and that the word is absent from

definition (iii). Before we conclude that this means that the compilers of the COD

and those of Webster’s dictionary used to think that linguistics was a scientific

enterprise but that those compiling the Longman dictionary no longer do, consider

that in English other scientific fields of study are also referred to by words ending

in -ics: physics and mathematics, for instance. The gloss for the ending -ics in the

Longman dictionary is as follows:

-ics 1. The scientific study or use of ___: linguistics (the study of language), elec-

tronics (the study or making of apparatus that uses chips, transistors etc.),

acoustics . . . (LDOCE: 1566)

In other words, combining Longman’s definition (iii) of linguistics with its gloss for

the ending -ics, we can conclude that the Longman dictionary makers also consider

linguistics to be the scientific study of language.

Since dictionary makers try to reflect actual usage of language, linguistics can

plausibly be defined as the science of language or the scientific study of language.

However, while it is easy to provide such a definition of the discipline, it is much

harder to go beyond that and to explain what it is that linguists do and in what way

their work is supposed to be “scientific.” Commenting on this point the English

linguist David Crystal says:

Linguistics, indeed, usually defines itself with reference to this criterion [being scientific]:

it is the scientific study of language. But this is a deceptively simple statement; and

understanding exactly what anyone is committed to once he decides to do linguistics is

an important step, an essential preliminary to any insight into the essence of the sub-

ject. What are the scientific characteristics that make the modern approach to language

study what it is? (Crystal 1971: 77)

Before embarking on the study of syntax, which is the branch of linguistics that

concentrates on the formation of sentences, we should try to clarify what makes a
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Introduction: The Scientific Study of Language 5

branch of study scientific. Once we have done that, it will be easier to understand why

linguists in general, and syntacticians in particular, go about their work the way they

do. Note that the brief presentation of our interpretation of the concept “science” is

not at all an attempt to offer an introduction into the philosophy of science. Rather,

by stepping back and reflecting for a moment on what we normally see as the

defining properties of science, we can try to isolate the main features of the scientific

method and then try to implement these same features when studying syntax.

Below are some definitions of the notion “science,” taken from various written

sources. Read them carefully and identify what you think the key concepts in these

definitions are. Pay particular attention to concepts that occur more than once.

(1) Systematic and formulated knowledge, pursuit of this or principles regulating

such pursuit. Branch of knowledge (esp. one that can be conducted on scientific

principles), or organised body of knowledge that has been accumulated on a

subject. (COD: 1066)

(2) Accumulated and accepted knowledge that has been systematized and formu-

lated with reference to the discovery of general truths or the operation of natural

laws; knowledge classified and made available in work, life, or the search

for truth; . . . knowledge obtained and tested through the scientific method.

(Webster’s Third New International Dictionary of the English Language 1981:

vol. II, 2032)

(3) Science is a hunt for order, explanation and regularity. It explains the anomal-

ous by reference to the law it seeks to establish. (Hywel Williams, Guardian,

7.8.2002, p. 8, col. 7)

(4) Science, by definition, is the search for order in nature. (Newmeyer 1983: 41)

The concepts that occur frequently in the definitions above have been isolated and

grouped:

knowledge (1), (2);

pursuit (1), hunt (3), search (2), (4), seek (3);

explanation (3);

laws of nature, natural laws (2), general truths (2), law (3);

order (3), (4), regularity (3), systematic (1), (2);

formulate/formulation (1), (2).

Not surprisingly, these extracts converge on the key concepts associated with science.

They all agree that science aims at achieving knowledge and that science is an activity.

Science is not an inert state of knowledge; science means doing something, engag-

ing in some activity. Scientific activity is defined as a “search,” a “hunt,” a “pursuit”;

in other words science is the active pursuit of a goal. Combining these two concepts
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we can say that the search undertaken by the scientist has as its goal “knowledge,”

but the kind of knowledge that is achieved is in itself dynamic. The goal of scientists

is not merely taking note of and recording certain phenomena and thus “knowing”

about them: scientists want to explain the phenomena they have observed. Explana-

tion leads to understanding: scientists want to understand why the phenomena

observed are the way they are.

1.1.2 EXPLANATION: AN EXAMPLE

To clarify the notion “explanation” let us look at an example. We start from the

following very simple observation. Snow that has fallen overnight often turns into

water during the day. We refer to this natural phenomenon as “melting”: a solid

matter gradually turns into a liquid. When dealing with such a natural phenomenon,

scientists will not be satisfied with mere observation. They will want to understand

it. They will want to explain why the snow has melted and why other solid matters,

say, a glass or a plastic cup or the mud in the garden or the sand on the beach or the

tarmac on the roads, have not melted at the same time and/or in the same manner.

Scientists will also want to understand why snow melts on certain days, but does

not melt on other days. In order to explain the phenomenon observed scientists will

try to relate it to other phenomena. So the goal of scientists will be to find the cause

of the phenomenon observed. For our example, a fairly plausible hypothesis could

be that snow melts on a certain day because during the day the temperature has

risen, and as a result the snow reaches the critical temperature at which it turns into

water, its melting point. If that particular temperature is not attained, snow will not

melt. Scientists might formulate the hypothesis that there is a causal link between

temperature and the solid/liquid states observed.

Scientists will not stop at snow turning into water. They will view the melting of

snow in more general terms; they will look at other solids and examine whether

these also change into liquids when heated. Metals, for instance, such as iron or

steel or copper, also melt, but they require a much higher temperature than snow.

In order to find out whether particular metals melt or not, scientists cannot just

patiently wait and hope to come across them melting. For instance, if the melting

point of a particular solid matter is 100 degrees centigrade, this temperature cannot

be met with in everyday circumstances, even on a hot day. To go beyond the mere

observation of phenomena in the natural environment and to find out more

about melting temperatures, scientists can resort to experiments: they heat solids

to a certain temperature and observe and record what happens. While doing so,

scientists rely on the generalized hypothesis that all solids will melt under certain

well-defined conditions, namely when they reach a critical temperature, their

melting point.

As mentioned, when trying to assess the melting points of individual matters,

scientists do not just wait for things to happen. Rather, what they do is create the

relevant circumstances that can trigger the process under examination, in other

words they will run an experiment. But note that before doing the experiment,
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scientists must already have some idea what the relevant factors will be. For instance,

if scientists think that heat is responsible for the melting process, they will apply heat

to the material and they will keep all other elements constant. The experiment is

guided by a hypothesis, namely that solids melt when heated to a critical point. The

goal of the experiment is (i) to test the general hypothesis that all solids melt when

they are at some particular temperature, and (ii) to identify the relevant critical

temperature.

What scientists are doing is looking for regularities (here that all solids liquefy at

a certain point), for systematic patterns. Scientists try to formulate general laws to

cover the facts they observe. They are looking for order. In our example, these laws

establish relations between temperature–matter–melting. We provide an explana-

tion if we can account for the phenomena, if we can say that snow melts because the

temperature rises above 0°C and that 0°C is the melting point of snow. On the

other hand, a silver bracelet will not melt in the same circumstances because its

melting point is much higher.

Scientists will not stop at the inventory of melting points. Having confirmed that

a series of solids melt when heated to certain temperatures, they will then want to

explain why different materials have different melting points. Again they will try to

answer this question by observation, experimentation, and by forming hypotheses

which they put to the test.

As a further step scientists will try to explain the difference in the melting points

by looking more closely at the nature of the different materials under examination.

Ultimately, they will devise an account which not only explains why the matters

that have been observed melt at a particular temperature but they will also try to

predict melting points for matters that they may come across in future. For instance,

they will predict the melting point of a metal that consists of two parts zinc and one

part copper. Note that this means in fact that by identifying a melting point for a

solid matter scientists predict when the solid matter will melt and they also predict

when it will not melt, i.e. when it remains solid. Once again, the prediction will be

tested by experimentation.

1.1.3 LANGUAGE PHENOMENA: AN EXAMPLE

1.1.3.1 Ambiguity

The object matter that is studied in linguistics is language. If linguistics is a science,

then we should not simply make an inventory of linguistic phenomena (i.e. language

facts) and describe them but we also want to explain them. Let us just look at a

simple point here to illustrate the nature of the task that awaits the linguist. Con-

sider example (5a), taken from a British newspaper. How does this extract refer to

the protesters? What kind of individuals would qualify as the relevant protesters?

(5) a Manchester’s morning rush-hour traffic was brought to a near standstill

yesterday as 150 black cab drivers staged a go-slow protest calculated to cause

maximum disruption to commuters. (Guardian, 14.9.2000, p. 4, cols 2–3)
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In the extract, the protesters are described by means of the string of words 150

black cab drivers. What kind of individuals does this string pick out? The string of

words 150 black cab drivers has two interpretations or two readings: in one reading

we are referring to ‘those who drive cabs and are of a specific ethnic origin’, and in

the other we are referring to ‘those who drive cabs which are of a particular color’.

In both readings, the adjective black distinguishes the drivers in question from

others: in the first reading the distinctive feature is the color of the driver’s skin, and

in the second it is the color of his cab. In example (5a) both readings are available.

Observe that the extract above is taken from a British newspaper. In Britain,

taxis are indeed often black. But even in a context in which taxis tend to be a

different color, say yellow, the string 150 black cab drivers still potentially has the

two interpretations described above. Linguistically speaking, the string is ambigu-

ous regardless of which color taxis actually are.

The question arises why the string 150 black cab drivers has these two interpreta-

tions. Are all strings of words necessarily ambiguous in this way? If not, what is the

cause of the ambiguity of this example? Could it be the word cab, another word for

taxi, that causes the ambiguity? To find out if the use of the word cab is at the basis

of the ambiguity, we can experiment with the sentence and replace the word cab

with the word taxi. Consider (5b): is this sentence ambiguous?

(5) b Manchester’s morning rush-hour traffic was brought to a near standstill

yesterday as 150 black taxi drivers staged a go-slow protest calculated to

cause maximum disruption to commuters.

(5b) remains ambiguous. The presence of the word cab in (5a) as such is not the

cause of the ambiguity. Does the presence of the numeral 150 have anything to do

with the ambiguity? Or could the ambiguity be due to the fact that the noun driver

is in the plural? Neither of these is probably at the basis of the ambiguity; to

confirm this intuition let us again experiment with the sentences above. It is clear

that both (5c), without the numeral 150, and (5d), with a singular noun driver,

remain ambiguous.

(5) c Manchester’s morning rush-hour traffic was brought to a near standstill

yesterday as black cab drivers staged a go-slow protest calculated to cause

maximum disruption to commuters.

d Manchester’s morning rush-hour traffic was brought to a near standstill

yesterday as a black cab driver staged a go-slow protest calculated to cause

maximum disruption to commuters.

Can we reword the string 150 black cab drivers and make it unambiguous? One

option is shown in (5e):

(5) e Manchester’s morning rush-hour traffic was brought to a near standstill

yesterday as 150 drivers of black cabs staged a go-slow protest calculated

to cause maximum disruption to commuters.
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Table 1 Classification of examples

Number Example Ambiguous?

(5a) 150 black cab drivers +
(5b) 150 black taxi drivers +
(5c) black cab drivers +
(5d) a black cab driver +
(5e) 150 drivers of black cabs −

At this point, we could inventorize our observations and come up with the classifica-

tion in Table 1. Why is (5e) no longer ambiguous? And why are the other examples

ambiguous? The ambiguity relates to the position of the adjective black in relation

to the other words of the segment. In the ambiguous cases black precedes cab driver(s)

and it may either be taken to modify a string cab driver(s), in which case black

refers to the ethnic origin of the driver(s), or it may be taken to modify the noun

cab, in which case it refers to the color of the cab. We can show these relations by

using square brackets as in (6).

(6) a 150 [[black cab] drivers]

b 150 [black [cab drivers]]

Square brackets show the grouping of words into larger units: in (6a) black is

combined with cab, giving the unit [black cab]. The meaning of the unit [black cab]

is calculated on the basis of the combination of the meanings of its component

parts, the words black and cab. The meaning of black combines with the meaning

of cab: in this grouping black refers to the color of the cab. The unit [black cab] is

then grouped with drivers to form a more comprehensive unit [[black cab] drivers].

The meaning of the resulting unit is again based on that of its component parts:

(i) black cab, and (ii) drivers. With the grouping in (6a), black cab drivers denotes

a driver of black cabs.

In (6b) on the other hand, cab is first combined with drivers to form [cab drivers].

The meaning of this unit is calculated on the basis of the meaning of its two

component parts cab and drivers: here cab drivers denotes people who drive cabs.

Then we combine the unit [cab drivers] with the adjective black to form [black

[cab drivers]]. Again the meaning of black cab drivers is based on that of its com-

ponent parts, (i) black and (ii) cab drivers. In the grouping in (6b), the adjective

black modifies the unit cab drivers; black cab drivers now denotes cab drivers who

are black.

The fact that two groupings of words are available for one string of words is

the cause of the ambiguity of the string. So we explain the observed ambiguity by

relating it to a particular cause: the internal organization or structure of the string.
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10 Chapter 1

The ambiguity in the relevant examples is said to be structural. This means that we

must assume that the relations between words have an impact on their interpretation:

the string 150 + black + cab + drivers has two meanings because the words in the

string can be combined with each other in two different ways.

To remove the ambiguity we can combine the words black, cab, drivers differ-

ently, as shown in (5e). In (5e) the adjective black precedes cabs and it does not

precede the noun drivers. In this example the adjective black is related uniquely to

cab, and only one reading is available, the reading corresponding to that of (6a).

(6) c 150 drivers of [black cabs]

The following extract confirms the potential for ambiguity of the example in (5a):

(7) a A few years ago a newspaper article about the dangers of women riding alone

in cabs brought a long and furious tirade from a reader incensed by the way

the drivers had been racially described. In fact the article had been using the

phrase “black cab drivers” to differentiate those working in hackney cabs

from mini-cab drivers. (Independent, 13.10.2000, Review, p. 5, col. 2)

Example (5a) actually appeared in the context (7b). In that context, a reader con-

fronted with the ambiguous sentence (5a) would immediately have been able to

select the appropriate grouping of the words with the associated reading: in (7b)

reference is made to “black cabs,” making black distinctive as a color of cabs.

(7) b More than 70 black cabs travelled under police escort from Manchester

airport to the city, driving four abreast and slowing early morning traffic to

a 10mph crawl. (Guardian, 14.9.2000, p. 4, cols 2–3)

Examine the caption in (8a) which was used to characterize a person on TV: in

what way is it ambiguous? What could be the cause of the ambiguity?

(8) a a tall rose grower (BBC 1 television, 31.7.2002 (News, South))

The person we are talking about, the “referent” of the string of words in (8a), could

be either a person of any height who grows tall roses (8b), or a tall person who

grows roses of any height (8c).2 We can again relate the ambiguity of (8a) to the

structure of the sequence of words: that is, to the different ways the words tall, rose,

and grower can be combined. In (8b) and (8c) square brackets again represent the

two structures. In (8b) we first combine tall with rose, giving the unit tall rose. In

this unit the adjective tall modifies rose: it denotes the size of the rose. This unit is in

2 In the particular BBC broadcast the first reading was intended: the speciality of the particular

gardener was growing tall roses.
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turn combined with grower. The person denoted by this string of words grows tall

roses. According to the grouping in (8c), rose first combines with grower, giving the

unit rose grower. This unit denotes a person who grows roses. The adjective tall

then combines with rose grower. In the second combination, tall modifies the unit

rose grower, the adjective indicates the size of the rose grower.

(8) b a [[tall rose] grower]

c a [tall [rose grower]]

Strings of words are sometimes ambiguous, and the ambiguity of the particular

examples examined above was due to the organization of these words into larger

units, their structure. In both the examples, black cab drivers and tall rose grower,

the ambiguity is related to the sequencing of the combination of the elements. This

means that the interpretation of a string of words is not merely the left-to-right sum

of the interpretations of the individual words. It also depends on how the words

are put together. We could think of a mathematical analogy here. The formula

(A − B) − C is not identical to the formula A − (B − C). When A = 6, B = 3, and

C = 2, for instance, the first equation equals 1, and the second equals 5. We can

make this observation into a more general hypothesis and propose that in language,

interpretation depends on the way the strings of words are composed, namely their

structure:

(9) Compositionality

The meaning of a string of words is determined compositionally; i.e. it is

determined by its component parts and by their relations.

1.1.3.2 The data

Out of context, the string 150 black cab drivers (5a) has two interpretations; the

string 150 drivers of black cabs (5e) does not. This is a fact of language. We offered

a first explanation in terms of the grouping of the words contained in the string.

Before we continue the discussion, it is useful to think again about the kind of

language material we have been using. Did we restrict ourselves to observing the

language material available? Or did we also use experimental facts?

Sentence (5a) is an attested example, it was found in a newspaper. As speakers of

English we are able to interpret it and we can assign two interpretations to it. In

other words, we use our intuitions about the interpretation of the string. The dual

reading of the example is due to the fact that there is an ambiguous string in the

sentence, 150 black cab drivers. We have relied on material found, an attested

sentence, but not only that: we also rely on our linguistic competence. As speakers

of English, we can work with the observed material: we assign an interpretation

to the strings of words, and, using our knowledge of the language, we are able

to reformulate these strings and compare the interpretations of various strings.

Sentence (5a) does not come with a warning that it is ambiguous. We rely on our

intuitions about the language to decide on its interpretation.
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Sentences (5b–e) are not attested examples. Relying on our competence as

speakers of English, we have constructed these sentences ourselves, using (5a) as

our inspiration. If we want to understand why a sentence is ambiguous, we will not

just examine it as it is. We will play around with the example, to see whether we

can construct similarly ambiguous sentences, or ones that are unambiguous. We

experiment with the data, relying on our competence of the language.3

As linguists we will, among other things, want to look at data such as those in

(5) and try to explain why examples (5a–d) are ambiguous and why example (5e)

is not. We rely on our own intuitions concerning attested data, and also on experi-

mental data (sentences which we construct ourselves).

Though attested data may be useful, we definitely cannot confine or research to

them. In addition to playing around with attested examples, as we have done above,

we can also just construct examples “out of the blue” and experiment with them.

For example, the string in (10a), which is again ambiguous, is not an attested

example. It is a constructed example which serves to illustrate once again how the

different groupings of words lead to ambiguity:

(10) a a Flemish language teacher

b a [Flemish language] teacher

c a Flemish [language teacher]

1.1.3.3 Predictions

Recall that one of the goals of a scientific approach is also to predict what is

possible and what is not possible. For instance, the melting point of a metal predicts

both at which temperature the metal will melt and when it will not melt. Similarly,

when dealing with language data we want to elaborate predictions. For instance,

taking our example above, we don’t only want to account for the ambiguity of a

particular example, but we also want to predict when strings of words will be

ambiguous. Based on the attested examples in (5a–d) and in (8a) and on the con-

structed example in (10a) we could formulate a first hypothesis that a string of

words composed of the sequence adjective – noun – noun may lead to ambiguity.

The ambiguity of such sequences is due to the fact that the adjective either bears on

the noun that it immediately precedes or it bears on the combination of the two

nouns that it precedes:

(11) a [[adjective noun] noun]

b [adjective [noun noun]

Thus we generalize our findings and go beyond the description of some individual

examples (attested or constructed) to formulate general principles. (11c–g) contains

3 On the use of intuitions and attested data see also the recent (and fairly accessible) discussions

in Borsley and Ingham (2002, 2003), Stubbs (2002), Lehmann (2004), and the papers in Penke

and Rosenbach (2004).
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some additional constructed examples of the same sequence adjective – noun –

noun and indeed these examples are also ambiguous.4

(11) c a French art student

d an American literature teacher

e an Italian restaurant owner

f a Dutch bicycle maker

g a trendy furniture designer

The example in (5e), which was not ambiguous and which we repeat here in (11h),

does not display the relevant sequence. Here the adjective black preceded just the

one noun cabs, which it modifies.

(11) h 150 drivers of black cabs

1.2 How to go about it

1.2.1 INDUCTION AND DEDUCTION

From the descriptions above we can also infer how not to proceed in scientific

work. To reach the goal of explaining the data that we observe we cannot simply

draw up a list of interesting observations. A mere list of phenomena does not lead

to any understanding. When discussing an example such as (5a), for instance, we

cannot satisfy ourselves with a mere anecdotal description of the example and how

it may give rise to ambiguity and to misunderstanding (cf. (7a)). We should try to

relate the observed language fact, the ambiguity of the example, to other language

facts and to elaborate an explanation that goes beyond example (5a).

A starting point is identification and classification of the data, the material we

wish to examine. We may, for instance, identify a set of ambiguous examples and

oppose them to a set of non-ambiguous examples. Classification is followed by an

attempt at explanation.

4 Exercises 1, 2, and 3. Among other things, footnotes will be used to refer to the exercises. When

a footnote reads “Exercise 1” this means that you can try Exercise 1 at that point in the

chapter. You are advised to tackle the exercises at two points in time. First you can do each

exercise at the point in the chapter when it is signaled by a note. The exercise will allow you

to apply what you have just learnt and will provide more illustrations of the concept being

discussed. You can also try to do the same exercise later on, when you have covered more

ground. Doing this will ensure that you still remember the notions which you have learnt

previously.

Sometimes a (partial) key will be provided in the exercises and additional discussion will be

added under the heading “Key and comments.” These supplementary discussions will alert you

to specific points that have not been tackled in the main body of the text. In particular, some-

times such discussions will answer questions that you may have been wondering about.
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When research starts from observation of empirical data, the procedure we adopt

is referred to as induction. This type of approach is captured by Webster’s diction-

ary in the following way:

natural science
A branch of study that is concerned with observation and classification of facts and

esp. with the establishment or strictly with the quantitative formulation of verifiable

general laws chiefly by induction and hypotheses. (Webster’s Third New International

Dictionary of the English Language 1981: vol. III, 2032)

By means of induction we attempt to uncover general principles (or “laws”) that

underlie the observed phenomena. We formulate hypotheses whose first goal is to

account for the observed phenomena. Ideally, however, the hypotheses must always

go beyond providing an account for what is observed. We also want to understand

why we have observed just those phenomena and not others. We want to be able

to predict which alternative phenomena could have been observed and which

ones would never arise. Put differently, we set out to define the bounds of what

is possible.

In our melting point example discussed in section 1.1.2, scientists first observe

and classify data in relation to the natural phenomenon of melting. At some point

they will have established an inventory of melting points: for instance silver melts at

961°C, while gold only melts at 1063°C and platinum melts at 1769°C. As a second

step, an attempt is made to provide an explanation for why silver melts at a lower

temperature than gold. This difference will be related to the internal composition of

the solid materials studied. A successful analysis should be able to account for the

melting temperatures observed and it should also predict when solid matters will

melt and when they will not melt. Similarly, when dealing with the ambiguity of

(5a) we first classify a sample of language data with respect to their potential for

ambiguity. The ambiguity is related to the internal composition of the data analyzed,

in particular the ambiguous strings allow for two possible groupings of the sequence

adjective – noun – noun. In so doing, we define the bounds of what is possible. We

predict that 150 black cab drivers is ambiguous, because it has the relevant struc-

tural property, and that 150 drivers of black cabs is not ambiguous, because it lacks

those properties. Thus, we go beyond the data observed and formulate predictions

about what can arise and what will not arise.

When working on the linguistic examples we appealed to some hypotheses about

language. For instance, we proposed that words are grouped, that language is struc-

tured. We needed these concepts to be able to isolate a string of words 150 black

cab drivers, from a sentence. We appealed to a general concept “structure” to refer

to groupings of words in the string. But if we appeal to the concept structure, then

we need to clarify at least two points. (i) We have to define the nature of linguistic

structures, and (ii) we have to be able to make precise how “structure” is mapped

into meaning or interpretation. In other words we have to elaborate a theory of

language; we need a theory about how linguistic forms are structured and how
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these structures relate to interpretation. Such a theory will provide the framework

for the discussion and explanation of the data examined.

Scientific work is guided both by empirical considerations (observation of data

and experimentation) and by theoretical concepts. With respect to linguistics, the

interplay between empirical data and theory is expressed very clearly in the follow-

ing extract by the Dutch linguist Simon Dik:

In linguistics, as in other sciences, there is an essential interaction between data

analysis and theory formation: an adequate analysis of the data of some particular

language is impossible without some general theoretical insight into the principles

underlying the structure and functioning of language in general; on the other hand, an

adequate development of general linguistic theory presupposes the meticulous analysis

of the facts of particular languages. (Dik 1989: 33)

In our example above, we proceeded from the observation of empirical data to the

formulation of a hypothesis which provides an explanation of these data. This way

of working is called induction. The combination of several hypotheses about a certain

domain of enquiry (here language) gives rise to a more comprehensive network of

hypotheses, a theory.

Having formulated a set of principles that are part of a theory, scientists (and hence

linguists) may also proceed to working “deductively.” That means that they examine

a particular component of their theory (that is the network of hypotheses). Their aim

will be to examine how the hypotheses that have been formulated interact with each

other. For instance, they may look for internal inconsistencies that arise when two

hypotheses lead to contradictory predictions. They may also examine whether there

is any overlap between the different components of the theory, when the same facts

are explained by two different hypotheses. This type of theoretical work may lead

to the reformulation of some components of the theory. Thus novel hypotheses may

emerge from theoretically oriented work and these new hypotheses will themselves

have to be tested on the basis of the empirical data. Once again the data examined

may consist of attested language material or of constructed language material.

In science, experimental, data-driven work and theoretical work continuously

interact. Hypotheses are formulated on the basis of the observed data and these

hypotheses are integrated into the theory. The theory itself is examined and stream-

lined; theoreticians formulate predictions on the basis of the reformulated theories

and their predictions are tested by observations and experiments.5

1.2.2 EXPLICITNESS, SYSTEMATICITY

In our list of essential concepts in the definitions (1)–(4), we also signaled the terms

formulate and formulation ((1), (2)). Some extracts from the dictionary definitions

of the verb formulate that are relevant here are given in (12):

5 For a general discussion of the relative impact of induction and deduction in various present

day approaches to linguistics see also Stuurman (1989).
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(12) formulate a Longman to express in an exact way

b COD set forth systematically

c Webster put into a systematized statement or expression

The definitions of formulate refer to expressing something systematically and in

an exact way. Scientists have to formulate, i.e. to state, their basic assumptions,

their hypotheses, their procedures, and their results precisely and explicitly. This

will enable other scientists working in the same area to evaluate the work, to repeat

experiments on which the research is based, and either to accept and implement

(parts of) the findings contained in the work or to challenge them. To put it more

succinctly: scientific research is “capable of replication and subject to peer review.”6

In order to guarantee that their research can be replicated and reviewed by their

peers, linguists also have to formulate their findings as precisely and explicitly as pos-

sible. Sometimes, mathematical types of formulae are used in linguistics. This is not

really a requirement of scientific methodology, but it is a natural by-product of the

wish to be as precise as possible. By using exact and generally unambiguous formulae,

scientists ensure that there is clarity as to the interpretation of their statements.

Note that the term formulate implies a pre-requirement that scientists be able to

define the terms they use. They must be able to describe their procedures, argumenta-

tion, etc. They cannot satisfy themselves with a vague description of results without,

for instance, stating exactly how experiments were run and how the results were

obtained. For linguistics, the same requirements of explicitness apply. Simply saying

that (5a) has two interpretations and that this is due to the adjective black modifying

either the noun cab or the noun cab drivers is not going to be sufficient. We must

express quite precisely how the relation of modification is encoded in language. In

our representation of the structure, we have tried to represent this by the squared

bracketing convention, which is used to represent the grouping of words into units.7

Another point that comes up regularly in the definitions of the scientific enterprise

is the concept systematicity (see definitions (1) and (2) and also (12c)). The linguist

David Crystal (1971: 90) says: “The need to study phenomena using a procedure

which is as methodical and standardized as possible is . . . obvious enough.” He

goes on to underline the importance of an underlying descriptive framework that pro-

vides the system in which the research is inscribed. Systematicity implies systemizing,

i.e., looking at things against the background of a system. “Systemizing is the drive

to analyse and explore a system, to extract underlying rules that govern the behav-

iour of a system” (Simon Baron-Cohen, Guardian, G2, 17.4.2003, p. 12, col. 1).

1.2.3 ELEGANCE, PARSIMONY, ECONOMY

It often happens that a number of scientists (or linguists) are simultaneously trying

to account for a particular set of data and that each comes up with a different account

6 Citation due to Dr David Gosling, letter to the editor: Independent, 15.7.2004, p. 22, col. 2.
7 A very accessible preliminary discussion of requirements in scientific work is given in Crystal

(1971: 77–127).
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for these data. Scientists will often be seen to elaborate competing accounts. The

question arises of how to choose between competing accounts. What would make

one explanation or one theory better than another? Newmeyer says:

Science, by definition, is the search for order in nature. Scientists take it for granted

that their goal is to formulate the most elegant (i.e. the most order reflecting) hypo-

thesis possible, consistent with the data, about the particular area under investigation.

(Newmeyer 1983: 41)

Let us go back to our example of the melting of snow. The initial observation was

that the snow that had fallen overnight may melt during the day. Scientists working

on this issue and who observe that snow melts when the sun comes up might have

proposed that the melting process is due to the length of exposure to sunlight. In

other words, they explain the melting by two factors: (i) sunlight, (ii) time. Even

though these scientists might also be able to account for the observed fact, snow

melting during the day, their account is not as highly valued as the one we elab-

orated above because it invokes two factors, sunlight and time, rather than one,

temperature. If two accounts cover the same sets of facts, then an account relying

on one factor is better than an account that requires two. Ultimately, in fact, the

account which accounts for the melting of snow relying on sunlight and time can be

reduced to an account in terms of temperature, because sunlight will give rise to an

increase in the temperature. But we know that sunlight as such is not essential for

snow to melt: a sudden increase in the temperature overnight will also make snow

melt. Explanations and theories should use as few rules/principles as possible to

account for the data.

The idea that scientific explanation should be as simple as possible is not new,

it is sometimes referred to as “Ockham’s Razor,” due to the English theologian

and philosopher William of Ockham (c.1285–1349), who said that entia non sunt

multiplicanda praeter necessitatem – ‘entities are not to be multiplied unneces-

sarily.’ This means that, other things beings equal, the simpler of two explanations

is to be preferred. In the same vein, Newmeyer writes:

Certain points, I think, are uncontroversial. One is that, given two theories that cover

the same range of facts, the one in which the facts follow from a small number of

general principles is better than the one that embodies myriad disparate statements and

auxiliary hypotheses. Another is that it is methodologically correct to reduce redun-

dancy within a theory, to reduce the number of postulates while preserving the scope

of the predictions. (Newmeyer 1983: 41)

Einstein put it more succinctly:

The grand aim of all science is to cover the greatest possible number of experimental

facts by logical deduction from the smallest number of hypotheses or axioms. (Einstein

1954, cited in Abraham et al., 1996: 4)
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In linguistics too, we will value an account with a smaller number of rules more

than one which requires more rules to explain the same set of data.8

1.2.4 DOUBT

A final essential ingredient of scientific work is doubt. This statement may come as

a surprise, since a search for knowledge and understanding would at first sight seem

to aim at certainty rather than doubt. When we say that doubt is an important

component in scientific work this means that we should always remain aware that

our answers to problems and the knowledge we acquire are hypotheses. New insights

or new developments in research may well mean that we must go back on what we

think we know and revise earlier proposals. The journalist Tim Radford cites the

scientist Tom McLeish:

Doubt, expressed most potently 3,000 years ago in the biblical book of Job, is the

greatest scientific tool ever invented . . . To do good science you have to doubt every-

thing, including your ideas, your experiments, and your conclusions. (Guardian, G2,

4.9.2003, p. 12, col. 4)

1.2.5 SUMMARY

In this section we have looked at the idea that linguistics is a science and we have

gone over the main properties of the scientific method. Science is based on the

interaction of the observation of phenomena (“data”) and theory. The observation

of data may lead to theoretical proposals or hypotheses. This is described by the

term induction. Sets of hypotheses, or theories, may themselves also lead to new

hypotheses; this is referred to as deduction. We have also seen that scientific work is

systematic and explicit. It aims at providing simple explanations for complex data.

We have mentioned that one should not take for granted whatever results one has

arrived at and that any kind of research implies that the researcher is willing to

question and challenge the results of his or her own work.

In the remainder of this chapter we will illustrate the kind of phenomena, the data,

that are dealt with in syntax. We will look at a set of language phenomena and we

will try to describe the data and evaluate some explanations for them. In the later

chapters of this book, we will elaborate step by step analyses of specific problems,

focusing on the overall question of how a sentence is structured. We will try to show

in as precise a way as possible how a hypothesis can be developed and evaluated in

linguistics, and how the proposals elaborated will lead to the formulation of a more

comprehensive theory. We will repeatedly show that once we have developed a

certain hypothesis we need to examine its consequences and that we continuously

need to reconsider and revise the results of earlier work. The role of doubt in

scientific work will thus be made clear throughout the discussion. Note that though

8 For a concrete illustration of how the criterion of economy or simplicity can apply in syntactic

theory see Chapter 2, section 2.4.2.

TSC01 07/18/2005, 03:06PM18



Introduction: The Scientific Study of Language 19

we will end up providing some interesting insights into language, in this book we

are mainly interested in the process of the research, that is, how we have arrived at

the results.

2 From Raw Linguistic Data to Generalizations:
Word Order in English Questions

In this section we examine another concrete example of how we could go about

analyzing language in a scientific way. We choose what looks like a well-known and

very simple domain of enquiry, that of English question formation. The goal of the

section is to show how even apparently simple linguistic phenomena require the

greatest care when it comes to formulating hypotheses. It is important to bear in

mind that the goal of this section (and indeed of this book) is not to elaborate a full-

fledged and finished analysis of sentence formation, nor do we pretend to arrive

at a complete explanation, but rather we try to illustrate one way we can “think”

scientifically about language. What we will try to do is to “unpick” our thinking

about a phenomenon, to dissect the argumentation into smaller building blocks. We

will also show how we may compare various formulations.

In the discussion below it is important to actively try to do the thinking. When a

question is raised in the text, first try to answer it before reading the account. It is

important, then, to be an active reader who does not simply follow the text but who

tries to carefully monitor each step of the discussion.

2.1 Introduction: Sentence meaning and word meaning

In the discussion above, we have introduced the idea that language somehow unites

“form” with “interpretation.” The “forms” of language are ultimately either sounds,

or symbols on paper, “letters.” Linguistic entities may be associated with interpreta-

tion. We say “may” because sounds as such do not necessarily have meaning. For

instance, though the sound [a:] happens to correspond to a meaningful unit in many

variants of English (“are”), other sounds [b] or [p] do not. Words, on the other hand,

are meaningful units: dog, cat, nose, etc. are all words with an interpretation.9 Some

words may have the same meaning, for instance cab and taxi. Such words are said

to be synonyms. Some elements may correspond to more than one meaning. A

9 In Chapter 3, section 3 we will discuss how the kinds of meanings conveyed by words may

be made more precise. For instance, the verb examined in example (i) seems, at first sight, to

contribute more to the message conveyed by the sentence than the auxiliary have.

(i) The students have examined the documents.
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classic example is the word bank, which may refer to a riverbank or to a financial

institution.

Sentences consist of words, and the interpretation of a sentence is calculated

(or “computed”) on the basis of the combined meanings of the individual words.

The words contribute their own meaning to the sentence, and the combination of

these individual meanings provides us with the sentence meaning. Going back to

(5a), for instance, if you replace the word cab by its synonym taxi the meaning of

the sentence does not change. This is so because the contribution of cab to the

meaning of the sentence is the same as that of the word taxi. If you replace cab

by a word with a different meaning, say bus, then the meaning of the sentence

will change:

(5) f Manchester’s morning rush-hour traffic was brought to a near standstill

yesterday as 150 black bus drivers staged a go-slow protest calculated to

cause maximum disruption to commuters.

Observe that (5f) remains ambiguous. In the sequence black bus drivers the adjective

black might again refer to the ethnic origin of bus drivers, or it might set off black

buses from other buses. The latter reading does presuppose that such a taxonomy

of buses makes sense; one can easily imagine a context in which black buses might

for instance be run by a low-budget company, or that they are specifically used for

long-distance travel, etc.

Sentence meaning derives from word meaning. However, we have seen that

the meaning of sentences is not simply attained by adding up the meanings of

the individual words. The meaning of a sentence is also determined by how the

sentence is assembled, how the words are put together. This was illustrated by

the discussion of (5a). In order to account for the ambiguity of this example, we

elaborated the hypothesis that words in a sentence are grouped; in other words,

they form units, which we indicated by means of square brackets: we repeat (6a–b)

here as (13a–b):

(13) a 150 [[black cab] drivers]

b 150 [black [cab drivers]]

(13a) serves to show that in the sequence adjective – noun – noun, the adjective

black is grouped with the noun cab: the string black cab is a unit inside the larger

unit black cab drivers. In this structuring of the words, black modifies cab; black

refers to the color of the cab. In (13b) the noun cab is structured with the noun

drivers, and to this unit is added a specification of color. Cab narrows down the

type of driver we are talking about. In (13b) black modifies cab driver; black indi-

cates the ethnic origin of the drivers. So sentence meaning is based (i) on the mean-

ing of the individual words, and (ii) on the way these words have been assembled

into larger units. The technical term to refer to the way words are assembled

into sentences is syntax, which is based on Greek συν (“sun”) ‘together’ and τασσω
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(“tassoo”) ‘put, arrange in a particular order’. In the next section we will explore

further the idea that syntax determines sentence meaning.

2.2 Question formation

2.2.1 SUBJECT-AUXILIARY INVERSION

Consider the underlined sections in the following short extract: What does the

punctuation mark “?” at the end signal? Suppose you replace the symbol “?” by the

full stop. How would you minimally have to change the sentences?

(14) She had meant to drive down to the quay and regain the yacht, but she

now had the immediate impression that something more was to happen

first. “Which way are you going? Shall we walk a bit?” he began . . . (Edith

Wharton, The House of Mirth, 1998: 201)

We refer to the symbol “?” as a “question mark” because this symbol occurs at the

end of a sentence which is used to ask a question. Sentences ending in a question mark

convey that there is a certain amount of information which the speaker/writer doesn’t

have and he or she is trying to make the interlocutor supply that missing informa-

tion. In the extract (14) the speaker (“he”) asks two questions of his interlocutor

(“she”). Let us isolate the questions in (14) and look at their form more closely.

(15) a Shall we walk a bit?

b Which way are you going?

If we merely replace the question mark by a full stop and do nothing else, the

sentences do not really work any more. There is something wrong with them;

they are not really acceptable sentences of English. In (15c, d) below we use the

asterisk (*) to signal that we find a sentence unacceptable. In fact, care must be

taken here. Of course, the sequences of words in (15c, d) are as such not unaccept-

able, since they are perfectly natural questions (15a, b), but the problem with

(15c, d) is that by removing the question marks and replacing them with full stops,

we signal that the sentences should no longer be interpreted as questions. The

asterisks in (15c, d) mean that these sentences become unacceptable if not interpreted

as questions.

(15) c *Shall we walk a bit.

d *Which way are you going.

To repair the sentences in (15c, d) we could propose the rewordings in (15e, f). These

sentences can be used as assertions; they are not normally used as questions. The

speaker does not indicate that he or she expects a response from the interlocutor; he
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or she simply affirms something. The sentences in (15a, b) are interrogative sentences,

those in (15e, f) are declarative.10

(15) e We shall walk a bit.

f You are going this way.

Compare the forms of (15c, d) and of (15e, f). We see that the sentences in (15e, f)

begin with the pronouns we and you; these pronouns function as the subjects of the

sentence. The subjects are followed by shall and are, elements referred to as auxiliar-

ies. A provisional (and very approximate) characterization of auxiliaries, to be refined

in Chapter 3, is that they are elements that are typically followed by a verb: shall is

followed by the verb walk, are is followed by the verb going.11 The examples above

show that the relative positions of the subject and the auxiliary in a declarative sen-

tence are different from those in an interrogative sentence. Consider the extracts in

(16). Identify the questions. For each question locate the subject and the auxiliary.

(16) a Eventually the waitress came out of the kitchen with a tray the size of a

table-top . . . “Can I get you anything else?” she said. “No, this is just fine,

thank you.” . . . “Would you like some ketchup?” “No, thank you.” (Bill

Bryson, The Lost Continent, 1990: 159)

b The people of Toronto are not wearing masks . . . Are we taking precau-

tions such as washing our hands? Of course. Are we stopping our lives

because of this? Certainly not. (Guardian, 26.4.2003, p. 11, col. 6, letter to

the editor from Michelle Lee, Toronto)

c What are my borrowing options? . . . How much can I afford? . . . Where

do I begin? (New York Times, 28.4.2003, p. A22, advertisement Fleet)

d Can she be held accountable for the problems that today’s nurses are grap-

pling with? (Washington Post, 29.4.2003, p. F1, col. 2)

The declarative sentences contain no special marking of the declarative force, the

interrogative pattern is signaled by the word order: the auxiliary precedes the sub-

ject. We might propose that the interrogative pattern is formed by changing the

position of the auxiliary with respect to that of the subject. We refer to this process

as subject-auxiliary inversion, abbreviated as SAI. Now how exactly does SAI work?

In a declarative sentence we find the order in (17a), in a question we get (17b):

(17) a declarative: subject – auxiliary

b interrogative: auxiliary – subject (SAI)

10 In the following discussion we will often equate the concepts “question” and “interrogative

sentence.” This equation would have to be challenged in a more careful analysis and we should

make a distinction between the two concepts. However in the framework of what we are

trying to do in this chapter the distinction is not crucial. For a good and accessible discussion

see Huddleston (1994).
11 Exercise 4.
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Suppose we start from the order in the declarative sentence (17a) and try to attain

(“derive” to use the technical term) the order in the question (17b). How can we

relate the order in (17b) to that in (17a)? There are basically three options, which

are schematically summarized in (18). (18) contains three hypotheses about how

the order auxiliary – subject is formed or derived. The arrows are intended to show

the derivations, that is, which constituent is moved and where it is moved. Accord-

ing to (18a), the auxiliary is moved to a position to the left of the subject; according

to (18b), the subject moves to a position to the right of the auxiliary; according to

(18c) subject and auxiliary switch places.

(18) SAI

a declarative sentence subject auxiliary verb

interrogative sentence auxiliary subject verb

b declarative sentence subject auxiliary verb

interrogative sentence auxiliary subject verb

c declarative sentence subject auxiliary verb

interrogative sentence auxiliary subject verb

How can we decide between these derivations? For examples like those in (16) it

is not clear how to decide. The three alternatives will produce the same end result:

the subject will end up to the right of the auxiliary. How could we differentiate the

three alternatives? In order to find out which of the three hypotheses is prefer-

able we will run an experiment. We will create a sentence in which the outcome of

the three procedures in (18) would be different. Here’s an idea. Suppose we had a

declarative sentence in which something intervened between the subject and the

auxiliary, then the outcome of the different operations in (18) would be distinct.

Consider the following example:

(19) These new shops definitely are doing well.

Let us try out the three derivations for SAI illustrated in (18) on the basis of example

(19). Each derivation leads to a different pattern, as illustrated by (20). In (20a) the

auxiliary moves to a position to the left of the subject; in (20b) the subject moves to

a position to the right of the auxiliary; in (20c) the subject and the auxiliary switch

places. The acceptable word order is that in (20a). What would you conclude with

respect to the precise formulation of SAI?

(20) a Are these new shops definitely —— doing well?

b *—— Definitely are these new shops doing well?
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c *Are definitely these new shops doing well?

The data in (20) show that SAI is an operation in which the auxiliary moves from a

position to the right of the subject to a position to its left. We can now formulate a

rule for the derivation of interrogative sentences in English as in (21a). To this we

also add a specific formulation for deriving the order auxiliary – subject. (21b)

makes explicit what the process of SAI involves.

(21) a Interrogative sentences are formed by means of SAI.

b SAI: move the auxiliary leftward across the subject.12

To further test (21), we can invent additional examples with auxiliaries and check

whether the corresponding questions would be formed by moving the auxiliary to

the left of the subject. For example:

(22) a The murderer has broken the window.

b The murderer was arrested last night.

c We really must go to that meeting.

The prediction of (21) is that questions corresponding to (22) will be as in (22′):

(22) a′ Has the murderer broken the window?

b′ Was the murderer arrested last night?

c′ Must we really go to that meeting?

(21) formulates a hypothesis for turning a declarative sentence into an interrogat-

ive sentence. Examples (22a′–c′) are compatible with this hypothesis. Observe that

underlying the hypothesis is a much more general hypothesis that form (word

order) and meaning are related. An additional underlying assumption in (21b) is

that in SAI the position of the subject and that of the verb are themselves unaffected

by SAI, only the auxiliary moves. SAI affects certain elements of the sentence but

not others.

2.2.2 WHEN THERE IS NO AUXILIARY

We started out from the observation that sentences may serve to make a statement,

in which case they are declarative, and they may be used to ask a question, in which

case they are interrogative. The form of the sentence encodes the difference in

interpretation: questions are formed by SAI, that is moving the auxiliary across the

subject. The examples in (23) pose a problem for applying SAI (21). Why is that?

How would we form the interrogative variant of the sentences?

12 Exercise 12 provides an additional specification concerning the application of SAI.

TSC01 07/18/2005, 03:07PM24



Introduction: The Scientific Study of Language 25

(23) a He wants to buy a house this year.

b She wanted to become a policewoman.

The problem with (23) is that the sentences lack an auxiliary. Their interrogative

form is given in (24):

(24) a Does he want to buy a house this year?

b Did she want to become a policewoman?

Once again, we see that an element precedes the subject, does in (24a) and did

in (24b). Let us experiment with these sentences. Could the added elements have

occurred in the position to the right of the subject?

(25) a He does want to buy a house this year.

b She did want to become a policewoman.

Observe that the additional element do is inflected. The form of the ending of the

verb in (23) corresponds to that of do in (24) and (25): in (23a) the verb wants has

the third person singular ending -s; in (24a) and in (25a) does is a third person

singular of do. Similarly, in (23b) wanted is a past tense form of the verb; in (24b)

and (25b) did is a past tense form of do. The present tense form and the past tense

form of the verb are called the finite forms of the verb. When a sentence contains a

finite verb it is called a finite sentence. In the examples in (24) and (25) a finite form

of do is accompanied by a non-finite form of the verb want.

Apparently, both in questions and in declarative sentences, the elements does and

did can occupy the same positions as elements such as shall and is, the auxiliaries.

We will assume that does/did are also auxiliaries. So in interrogative sentences with

do, an auxiliary element is used to signal interrogative force, and the positions of

the subject and the verb (want in (24) ) do not change.

Things are becoming complex here. When there is an auxiliary in the sentence we

move that auxiliary to the left of the subject to form a question. When there is no

auxiliary, we insert a form of the auxiliary do and invert that with the subject.

Could we have inserted do in sentences with auxiliaries? If you form questions on

the basis of the declaratives in (22), but by inserting do to the left of the subject, the

resulting patterns are those in (26), none of which is acceptable.

(26) a *Do we must go to that meeting?

*Do must we go to that meeting?

*Must do we go to that meeting?

b *Does the murderer has broken the window?

*Does has the murderer broken the window?

*Has does the murderer broken the window?

c *Did the murderer was arrested last night?

*Did was the murderer arrested last night?

*Was did the murderer arrested last night?
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Table 2 English question formation

Sentences with auxiliary Sentences without auxiliary

Insert do in the auxiliary position

Subject-auxiliary inversion (21b) Subject-auxiliary inversion (21b)

13 For more discussion of this idea see Chapter 5.

On the basis of the examples given, we could conclude that questions are encoded

by SAI. If there is already an auxiliary in the sentence we invert that auxiliary with

the subject, if there is no auxiliary available, we choose a variant of the sentence

with the auxiliary do, and invert do with the subject. We sum up our findings in

Table 2. Again, the formulations in this table rely on additional tacit assumptions.

For instance, the instruction to “insert do in the auxiliary position” implies that a

sentence has an “auxiliary position.” In more general terms, this implies that we

think of sentences in terms of particular positions or slots into which elements are

inserted and that certain types of units belong to certain types of positions. In the

next chapters we will make these assumptions more explicit.

Obviously, we also want to know why questions are formed using SAI. We want

to know why we insert do in sentences without auxiliaries. And we want to know

why we do not insert do in sentences with an auxiliary. We will attempt to formulate

a first rough hypothesis, to be refined in later chapters. We will say that questions

can be formed by subject-auxiliary inversion. We will further propose that this is

because the position to the left of the subject encodes question force.13 If there is no

auxiliary in the sentence, do is inserted as a sort of saving device, to enable us to

form the question. If there is an auxiliary in the sentence, inserting do is uneconomical,

since we already have all the ingredients to form a question. We only insert do as a

last resort. We return to this issue later, but it is important to signal here that while

formulating the proposal above we have introduced yet another general hypothesis.

The idea that we only introduce do as a last resort suggests that question formation

is somehow guided by a principle of “economy,” which says “Do not insert elements

if you don’t need them.”

At this stage the discussion of question formation remains highly informal, but

hopefully it can serve to illustrate how we proceed when elaborating hypotheses

in syntax. We start from some data, either attested data or constructed data, or a

mixture, and we move on to formulate one or more hypotheses to account for the

data. Then we increase the size of the data set and we test our hypothesis, modifying

it whenever necessary. While formulating our hypothesis we will probably intro-

duce further theoretical assumptions. We can introduce additional assumptions to

enable ourselves to formulate a general rule. For instance, we assume that there is a

relation between linguistic form and meaning. However, we must remain vigilant:
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we should be aware of any additional assumptions that we have been relying on and

we should be prepared to examine these additional hypotheses themselves, possibly

at some later stage. When evaluating a particular hypothesis, we examine its empirical

coverage (the data which it can account for) and we also have to examine what

additional assumptions we have been relying on. It will be important to keep track

of any additional hypotheses because we need to make sure, for instance, that they

do not lead to contradictions in our system.

2.2.3 LANGUAGE AND ECONOMY

The idea that we only introduce the auxiliary do as a “last resort” suggests that

question formation is somehow driven by a principle of “economy”: “Don’t insert

forms if you don’t need them.” If we adopt this principle, another question arises:

Is the scope of the principle of economy confined to question formation or does

it apply more generally?

Actually, keeping strictly to the use of English do, we have already come across

examples in which do occurs in a non-interrogative form. Was the use of do essential

in (25)? Or to put it differently: Are the sentences with do in (25) and those without

do in (23) exactly equivalent? If inserting do in non-interrogative sentences did

not make any difference, then the examples in (25) would contradict the economy

principle we have hinted at. They would be counter-evidence for the principle of

economy. However, when we study the relevant examples carefully we note that the

insertion of do in (25) (as compared to the original examples (23)) has some inter-

pretive effect, though it may be hard to pin down. Try to think of circumstances

where (25a) with do would be appropriate. One might imagine this in a context

such as the conversation in (27), in which doubts have been raised about Bill’s

intention to buy a house:

(27) Speaker A: I think Bill has changed his mind about buying a house. He is

redecorating his flat.

Speaker B: He does want to buy a house this year. The redecoration of his

flat is because he wants to add to its sales value.

The auxiliary do is inserted to strengthen an affirmation against a background in

which some doubt has been raised about it. In (27B), the speaker uses do to counteract

the doubt expressed by the preceding utterance. This suggests that the auxiliary

do is not completely redundant in declarative examples and declarative sentences

containing the auxiliary do are not in contradiction with the hypothesis that there

is some principle of economy at work in language. Let us therefore maintain the

hypothesis that economy is a guiding principle in the formation of sentences.

Consider the underlined examples of do in the following extracts. What effect

does the presence of do have for the interpretation of the sentence?

(28) a Photographers aren’t allowed to alter their photos in a way that misleads

you, from posing a photo to digitally deleting a stray hair or telephone wire.
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The Post does allow photographers to do some things to their pictures.

They can “enhance for reproduction,” meaning they can adjust the colors

slightly so they will print better on the paper’s presses. (Washington Post,

10.12.2002, p. C14, col. 3)

b I am glad that Roy Grimwood points out the advantages our generation

(1960s) has had from university and which, thanks to the Thatcherite legacy,

we would deny others. However, while no doubt many graduates do earn

extra because of their qualifications, it must not be assumed that all do.

(Guardian, 7.12.2002, p. 11, col. 5, letter to the editor from Robert

Bracegirdle, Rothley, Leicestershire)

In both examples, the underlined auxiliary (does, do) serves to oppose the affirmative

content of the sentence to a denial explicit or implicit in the context. If we delete

do we alter the meaning slightly in that we weaken the contrastive effect of the

sentences.14

2.3 From form to meaning: Subject-auxiliary inversion and
question formation

2.3.1 INTRODUCTION

We have seen that subject-auxiliary inversion (SAI) is used to form interrogative

sentences in English. There is a relation between form, the position of the auxiliary

in the sentence, and interpretation: SAI helps to show the difference between state-

ments and questions. We have not been fully explicit, though, about the nature of

the relation between SAI and interrogative interpretation. A more precise formula-

tion is called for. Is the relation between SAI and interrogative interpretation a strict

relation of cause and effect? Does the correlation imply that all English interroga-

tive sentences are necessarily formed by SAI? Does the correlation mean that SAI

necessarily gives rise to questions? Let us try to make the nature of the correlation

more exact.

We are investigating a form–interpretation relation: the form concerns a particular

word order pattern: SAI. We have interpreted it as a leftward movement of the

auxiliary across the subject. What exactly is the relation between SAI and inter-

rogative interpretation? There are a number of possible relations that might obtain.

We will compare the statements in (29) and try to assess which kinds of sentences

would be covered by each of the statements. Though the statements are similar, it

will soon turn out that the linguistic data they cover differ considerably. The state-

ments lead to different predictions.

14 Exercise 7.

For more discussion of examples with do see also Chapter 3, section 1.2.3.2.
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