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Preface 

This century has seen a rapid development of a great variety of different 
approaches to statistical inference and decision-making. These may be divided 
broadly into three categories: the estimation and hypothesis testing theory of 
Fisher, Neyman, Pearson and others; Bayesian inferential procedures; and the 
decision theory approach originated by Wald. 

Each approach is well documented, individually. Textbooks are available at 
various levels of mathematical sophistication or practical application, concerned 
in the main with one particular approach, but with often only a passing regard 
for the basic philosophical or conceptual aspects of that approach. From the 
mathematical and methodological viewpoint the different approaches are compre- 
hensively and ably described. The vast amount of material in the professional 
journals augments this and also presents a detailed discussion of fundamental atti- 
tudes to the subject. But inevitably this discussion is expressed in a sophisticated 
form with few concessions to the uninitiated, is directed towards a professional 
audience aware of the basic ideas and acquainted with the relevant terminology, 
and a g i n  is often oriented to one particular approach. As such, the professional 
literature cannot (nor is it intended to) meet the needs of the student or practising 
stdtistician who may wish to study, at a fairly elementary level, the basic concep- 
tual and interpretative distinctions between the different approaches, how they 
interrelate, what assumptions they are based on, and the practical implications of 
such distinctions. There appears to be no elementary treatment which surveys and 
contrasts the different approaches to statistical inference from this conceptual or 
philosophical viewpoint. This book on comparative statistical inference has been 
written in an attempt to fill this gap. 

The aim of the book is modest; by prcviding a general cross-sectional view 
of the subject, it attempts to dispel some of the ‘air of mystery’ that must 
appear to the inexperienced statistician to surround the study of basic concepts 
in inference. In recognizing the inevitable arbitrary and personal elements that 
must be reflected in any attempt to construct a ‘rational’ theory for the way 
individuals react, or should react, in the face of uncertainty, he may be better 
able to understand why factional groupings have developed, why their members 
attach ‘labels’ to thermelves and others, and why discussion so easily reaches 
a somewhat ‘emotional’ level. By stressing the interrelationships as well as the 
conceptual conflicts it is hoped that the different approaches may be viewed as 
a composite theory of inference, the different methods having separate relevance 
in different situations, depending on local circumstances. The book achieves its 
object substantially if it does no more than persuade the reader that he is not 
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required to ‘stand up and be counted’ with those who have committed themselves 
to one particular attitude towards inference to the exclusion of all others. 

The idea of the book originated from my experience, over several years, 
of running a lecture course on comparative statistical inference. The course 
was attended by final-year undergraduate, and first-year postgraduate, students 
in Mathematical Statistics at the University of Birmingham; it was introduced 
to augment their knowledge of the mathematics and techniques of difrerent 
approaches to statistical inference and decision theory by presenting them with 
the spectrum of philosophical attitudes inherent in a comparison of the different 
approaches. Other universities offer similar courses and this book should provide 
useful collateral reading for such courses, as well as being a general treatment 
of comparative statistical inference for a wider audience. 

This book is not intended as a comprehensive discussion of the mathematics 
or methodology of any particular approach, nor as an authoritative history of the 
development of statistical consciousness. Some historical comment is included 
to add interest, and the mathematics and methodology are developed to the stage 
where cogent comparison is possible. This comment and development, however, 
remains subservient to the prime objective of a comparison of different philo- 
sophical and conceptual attitudes in statistical inference. 

No detailed mathematical proofs are given, and the treatment assumes only 
a knowledge of elementary calculus and algebra (perhaps to first-year univer- 
sity level) and an acquaintance with the elements of the theory of probability 
and random variables. Some familiarity with specific methods of inference and 
decision theory would be an advantage. 

The first two chapters of the book are introductory. Preliminary ideas of infer- 
ence and decision-making are presented in Chapter 1, and applied in Chapter 2 
to the informal construction of various inferential techniques in the context of a 
practical example. Chapter 3 traces the range of different definitions and inter- 
pretations of the probability concept that underlie the different approaches to 
statistical inference and decision-making; Chapter 4 outlines utility theory and its 
implications for general decision-making, In Chapters 5 to 7 specific approaches 
are introduced and developed with a general distinction drawn between classirul 
inference on the Neyman-Pearson approach, Buyesiun methods and Decision 
Theory. Particular attention is given to the nature and importance of the basic 
concepts (probability, utility, likelihood, sufficiency, conjugacy, admissibility, 
etc.) both within and between the different approaches. The final chapters (8 
and 9) present a sketch of some alternative attitudes, and some brief concluding 
remarks, respectively. 

A subject and author index and bibliography are included, and textual refer- 
ences to buciks relate, by author’s name and date of publication, to the bibliog- 
raphy. References to papers in the professional journals bear the author’s name 
and an index number, e.g. Savage’, and relate to the list of references at the end 
of the current chapter. It is hoped that readers may be stimulated to delve deeper 
into the various topics that are presented. To assist them to do so, particularly 
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when the book is used as collateral reading for a lecture course on comparative 
inference, certain references in the list at the end of each chapter are marked with 
a dagger, e.g. t3. Cox, D. R.. . . This indicates material that seems particularly 
suitable as the basis for extended study or discussion of the subject matter of 
the current chapter. The marked references have been chosen, in the main, on 
the basis of providing a broad, non-detailed, extension or reappraisal of relevant 
material-often surveying, interrelating or comparing the different approaches. 
The dagger (t) is in no sense intended a? a mark of distinction in terms of the 
merits of different authors’ contributions. 

It is necessary to explain one or two particular points of notation at the outset. 
Frequently we will be concerned with data arising from an assumed parametric 
model. The data are denoted x ,  the parameter, 8. Usually no indication is given 
(or is needed within the general treatment) of dimensionality. Thus, x may be a 
single observation of a univariate random variable, or of a multivariate random 
variable, or may be a sample of independent (univariate or multivariate) obser- 
vations. Similarly, 8 may have one, or many, components. In the same spirit, 
X denotes the general random variable of which x is a redisation. The sample 
space and parameter space are denoted by .x’ and 52, respectively. The proba- 
bility mechanism governing the Occurrence of x is represented by the function 
p ~ ( x ) ,  with a correspondingly broad interpretation as a probability or probability 
density, or where the emphasis demands it as a likelihood. To avoid the unnec- 
essary complication of distinguishing between discrete and continuous variables, 
and to maintain the presence of p&) as a central component in mathematical 
expressions, an individual style is adopted to denote integration or summation. 
The expressions 

are used to represent the appropriate single, or multiple, integrals or sums of some 
function h(x. 0) over the range of variation of x or 8, respectively. The subscript 
.A*, or R, will also be attached to the expectation operator E(.). to indicate the 
space over which the expectation is calculated. For example, 

E, [g(X)I = .I, & ) P d X )  

i s  the expected value of the function g(X) of the random variable, X. (The 
subscripts .X’, or R, will be omitted if the appropriate space is obvious in the 
context of the discussion.) 

The use of the usual integral sign for this purpose may offend the purist. 
However, it seems more appropriate to take such a liberty for the sake of the 
intuitive simplicity of the notation, than to introduce some new symbol and 
require the reader constantly to remind himself of its meaning. 

In particular examples where it is important to distinguish the structure of x 
or 8 the more conventional notation for integrals, sums, density functions, and 
so on, will be explained and used. 
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It is a pleasure to acknowledge my indebtedness to all those who have 
conhibuted, in various ways, to the production of this book. Its existence owes 
much to the example and stimulus of colleagues. My debt to the vast literature on 
the subject is self-evident, from the extent to which I have referred to other writers 
who have SO often expressed ideas far better than I can. I am grateful also to my 
students, whose comments and enquiries have directed my thoughts to what I feel 
is a reasonable mode of presentation of thc material. My thanks are especially 
due to a few friends who have given their time to read and comment on sections 
of the book; in particular David Kendall, Toby Lewis, Dennis Lindley and Kobin 
Plackett. Toby Lewis has been a constant source of help and encouragement; I 
am very grateful to him. Every effort has been made to ensure that factual details 
are correct and that historical and interpretative attribution is fair and just; also 
to avoid any implicit bias towards a particular approach to the subject. It is not 
easy, however, to assess these matters objectively, and any errors, omissions or 
bias are unintentional and my responsibility alone. 

October, 1972 

Vic Barnett 



Preface to Second Edition 

Much has happened in the field of inference and decision-making over the decade 
since the first edition of this book was published. The preparation of a second 
edition presents a valuable opportunity to provide more detailed treatment of 
some topics, to offer some discussion of new emphases, techniques and even 
whole approaches to inference, and to reflect changes of basic attitude to the 
subject. 

In classical inference specific attention is given to multi-parameter problems, 
and to notions of ancillarity and conditional inference. The revitalisation of the 
distinction between hypothesis tests and 'pure significance tests' is discussed and 
interpreted. 'The treatment of thc rolc of likelihood is broadened to encompass 
comment on modified forms of likelihood (marginal, conditional, etc.), and to 
expand on the significance of the likelihood principle in the various approaches 
(particularly its relationship to the concept of coherency in Bayesian inference). 
Greater attention is given to practical ways of representing and assessing 
subjective probabilities and utilities, and to work on the application of Bayesian 
methals. The method of Bayesian prediction is outlined. ' h o  new approaches 
are briefly described: pivotal inference and plausibility inference. 

The above topics represent some of the additions in this second edition. The 
book has been thoroughly revised throughout to reflect changes of substance and 
attitude in the intervening period. In particular the reference lists at the end of 
each chapter, and the bibliography, are much more extensive and contain relevant 
contributions to the literature up to the time of the revision. 

It must be stressed, however, that the overall aim of the book is unchanged. 
It aims to present and develop the various principles and methods of inference 
and decision-m6alung to such a level that the reader can appreciate the basic 
characteristics, interrelationships and distinctions of the different approaches. 
Accordingly, detailed mathematical development or proof and comprehensive 
coverage of applications are eschewed (in text, and in references), in order not to 
cloud the objective of presenting in managable proportions a basic understanding 
of essential principle, philosophy, method, interpretation and interrelationship. 

Sheffield, May 1981 

Vic Barnett 
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Preface to Third Edition 

This third edition of Compurutivr Sruristicul Inference incorporates a range of 
new emphases and topics that ace having a major influence on inference and 
decision-making, as well as an expanded treatment of the material of earlier 
editions. It reflects the changing relative appeal of certain techniques and prin- 
ciples, advances in methodology and the ever-increasing benefits that flow from 
the power of modem computers and computing methods. 

Some of the changing emphases, advances and new topics described in this 
third edition relate to causal inference, chaos theory, developments of modified 
likelihood forms, fuzzy sets, the generalised linear model, the Gibbs sampler and 
Markov chain Monte Carlo methods, meta-analysis and combining information, 
prediction, prequential inference, sample reuse procedures, and so on. 

A revised edition also offers the opportunity to improve the communication 
of ideas through modified descriptions of some of the material, with alternative 
styles of presentation and with alternative and additional examples. A specific 
difference relates to the reference material, which has, of course, been fully 
updated to cover the latest development.. and is much expanded in coverage 
and level. Additionally, all references, whether in the form of books or papers 
in journals are now described in the text in standard form-e.g. as Barnett 
(1996)-and gathered together at the rear of the book in a single consolidated 
set of reference and bibliographic material. This is more accessible than the 
previous mix of chapter-end lists and end-of-book bibliography, particularly when 
the coverage has been so substantially increased in the amount and levels of 
treatment with many references having relevance at various points throughout 
the book. 

In spite of the many changes in this new edition, the essential aim remains the 
same: to explain and compare the many approaches to inference and decision- 
making in their various forms and emphases in sufficient detail for an under- 
standing of the historical development of the theme and of the latest advances in 
the expression of concepts, principles and methods. 

Nottingham, June 1998 

Vic Barnett 
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CHAPTER 1 

Introduction: Statistical 
Inference and 
Decision-making 

1.1 WHAT IS STATISTICS? 

It is usual for a book to commence by defining and illustrating its subject matter. 
Books on statistics are no exception to this rule, and we frequently find two 
particular characteristics in such preliminary definitions. The definitions are often 
brief and superficial with the aim of merely ‘setting the ball rolling’, relying 
largely on the reader’s intuitive understanding and motivation. They also tend to 
be directed implicitly towards the particular level and emphasis of the treatment 
being presented. It is interesting to consider some examples. 

The early use of the word ‘statistics’ was to describe ‘tabulated numerical 
facts relating to the state’. Much later the term began to be employed as a 
label for a particular scientific discipline. This distinction is still apparent in 
introductory remarks in books at various levels. The stress is on the former or 
latter aspect depending on whether the book is more concerned with the collection 
and presentation of data (‘descriptive statistics’) or with statistical methods for 
analysis and interpretation of the data. 

For example, Ma$on, Lind and Marchal (1983) define descriptive statistics as: 

Methods used to describe the data that have been collected (p. 3) 

distinguishing this from statistics: 

The body of techniques used to facilitate the collection, organisation, presentation, 
analysis, and interpretation of data for the purpose of making better decisions. (p. 3) 

Apart from the reference to ‘decisions’, Neter, Wasserman and Whitmore (1  978) 
in an introductory book on ‘applied statistics’ adopt a similar stance: 

. . . statistics refers to the methodology for the collection, presentation, and analysis 
of data, and for the uses of such data. @. 1). 

Comparative Statistical Inference 
Vic Barnett 

Copyright@ 1999 by John Wiley & Sons Ltd 
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A further refinement appears in the definition of Inferential statistics by 
Scheaffer and McClave (1982) as: 

. . . use of data to make inklligent, rigorous, statements (inferences) about a tnuch 
larger phenomenon from which the data were selected. (p. 1) 

Signalling the distinction between thc sample and population, and chiming 
with the early definition of statistics by Egon Pearson (Bartholomew, 1995); 

. . . the study of the collective characters of populations. 

When interest focuses on thc formal (mathematical) derivation and detail of 
the statistical methods, definitions become more specific on the nature of the 
data to be analysed and on the presence of a chance mechanism operating in the 
situations that yield the data. Stuart and Ord (1994) remark: 

Statistics is the branch of scientific method that deals with the data obtained by 
counting or measuring the properties of populations of natural phenomena. In this 
definition ‘natural phcnomena’ includcs all the happenings of the cxtemal world, 
whether human or not. (p. 2) 

Cox and Hinkley (1974) introduce at the outset the idea of indeterminateness in 
saying: 

Statistical methods of analysis are intended to aid the interpretation of data that 
are subject to appreciable haphazard variability. (p. I) 

as does Stevens (1968) in defining statistics as: 

. . . a straightforward discipline designed to amplify the power of common sense in 
the discernment of order amid complexity. (p. 854) 

Fraser (1 976) is more formal: 

Sratistiml theory . . . builds on the use of probability to describe variation . . . . (p. 2) 

Most of the above definitions are general enough to place little constraint on 
the subsequent development OF the statistical methods or theory being presented. 
However, inany exainples may be found where the preliminary detinition of 
the subject matter reflects a particular philosophical or conceptual emphasis in 
the later material. They may imply a concentration on a single interpretation 
of the probability concept, or a particular attitude to what constitutes relevant 
information for statistical study and to how it should be processed. Thejrryuency 
concept of probability is explicit in the comments by Hoe1 (1971): 
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. . . statistics is the study of how to deal with data by means of probability models. 
It grew out of methods for treating data that were obtaiiied by some repetitive oper- 
ation . . . . The statistician looks on probability as an idealisation of the proportion 
of times that a certain result will occur in repeated trials of an experirncnt . . . . 
(P. 1 )  

The notion of ‘information’ is made explicit in Miller and Miller (1994): 

The object of statistics i s  information. The objective of statistics is the understanding 
of information contained in data. 

Decision-making features in some definitions as we have noted above. Sometimes 
it is informally described and not clearly differentiated from inference: 

. . . statistics has been concerned with drawing judgments from observations. 
(Hinkelmmn and Kempthorne, 1994, p. 27) 

Chernof‘f and Moses (1959), in an introductory text on decision theory, are dissat- 
isfied with a definition that places emphasis on ‘data handling’: 

Years ago a statistician might have claimed that statistics deals with the processing 
of dab. . . . to-day’s statistician will be more likely to say that statistics is concerned 
with decision making in the face of uncertainty. (p. 1) 

In an elementary treatment of Bayesian sruristical inference, Lindley (1965b) sees 
statistics as the study of ‘how degrees of belief are altered by data’. Savage et al. 
(1 962) stresses a personalistic function of the subject: 

By [statistical] inference I mean how we find things out-whether with a view to 
using the new knowledge as a basis for explicit action or not--and how it comes 
to pass that we often acquire practically identical opinions in the light of evidence. 
(p. 1 1 )  

These few illustrations are not intended to be comprehensive or even representa- 
tive. They merely serve to demonstrate possible purposes behind an introductory 
definition of statistics. Definitions of the general type, often deliberately cursory 
or incomplete, scrve ably to motivate a mathematical or methodological treatment 
of the subject at any level and from (almost) any viewpoint. In cases where the 
definitions are more specific, more personal, they provide an indication of the 
emphasis and viewpoint adopted in the subsequent development. For our present 
needs they underline a feature of the study of statistics that is basic to the purpose 
of this book: that there are a variety of aspects of the subject in which there is 
room for discussion and individual viewpoints. Different attitudes to 

(i) what is meant by probability, 

(ii) what constitutes relevant information for the application of statistical 
methods, 
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(iii) whether or not any limitations need to be placed on the areas of human 
activity amenable to statistical analysis, and so on, 

will all incvitably colour and influence the approach to statistics. The object of 
this book is to exanune the fundamental nature of statistical theory and practice 
by a comparative study of the different philosophical, conceptual and attitu- 
dinal (sometimes personal) ‘approaches’ to the subject. To achieve this it will be 
necessary to consider basic concepts in detail, and to develop the mathematics 
and methods associated with the different approaches to the stage where detailed 
comparison is possible. 

For these needs, however, we cannot be content with either a superficial or an 
idiosyncratic definition of statistics. To commence with an ‘emotionally charged’ 
definition is to defeat at the outset the aim of presenting a fair cross-section of 
views and attitudes. In a sense no definition is needed, since the book as a whole 
may be regarded as an attempt to provide such a definition. But we must start 
somewhere, and the best course is to construct a preliminary description of the 
purpose and function of statistical study that is, on the one hand, general enough 
to accommodate the widely differing philosophical and conceptual views that 
exist, and, at the same time, specific enough to mark out the basic components 
of any theory of statistics. 
This is no easy task; in attempting to be ‘impartially specific’ there is the risk 

that we end up by saying nothing of value. But better to say too little at this 
stage than too much. The gaps can be filled in as the book progresses. 

With this attitude we provisionally define statistics as the study of how infor- 
mation should be employed to reflect on, and give guidance for action in, a 
practical situation involving uncertainty. 

This definition contains a variety of ingredients that require fuller description. 
What is meant by ‘a practical situation involving uncertainty’? What constitutes 
‘information’ ‘? What is the implied distinction between the ‘reflection’ and ‘action 
guidance’ function of statistics? The following sections consider these points in 
more detail. 

1.2 PROBABILITY MODELS 

In amplifying this definition the natural starting point is to consider what is meant 
by ‘a practical situation involving uncertainty’. 

We have in mind that circumstances exist, or have been contrived through 
experimentation, in which different possible outcomes may arise that are of 
concern to us as the observer, or experimenter. The essential feature of the situ- 
ation is that there is more than one possible outcome and that the actual outcome 
is unknown to us in dvunce: it is indeterminute. Our interest may be in knowing 
what that outcome will be, or in deciding on a course of action relevant to, and 
affected by, that outcome. A doctor prescribes a drug for a patient-will it be 
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successful in curing his patient? Should we decide to spend tomorrow at the 
beach-when the weather may or may not be fine, and the state of the weather 
will seriously affect our enjoyment of the exercise? 

Any attempt to construct a theory to guide behaviour in such ‘situations 
involving uncertainty’ must depend on the construction of a formal (logical 
or mathematical) model of such situations. This requires the formulation of a 
concept of probability, and associated ideas of independence, randomness, etc. 
as a mechanism for distinguishing between the different outcomes in terms of 
their degree of uncertainty. We shall see later that, in response to the nature 
of the situation and depending on individual attitudes, a variety ofphilosoph- 
ical interpretations of the probability concept can exist. These interpretations 
may colour the theory of statistics developed to deal with the situation, and 
it is therefore useful at this stage to indicate some of the broad distinctions that 
exist. 

A hint of the dilemma is provided in the example of a doctor prescribing a drug. 
A simple model for this situation is one that specifies two possible outcomes, 
that the patient is cured or is not cured, and assigns a probability, p, to a cure, 
1-p to no-cure. But how are we to interpret the probability that the patient is 
cured by the drug? We might adopt the attitude that the patient is ‘typical’ or 
‘representative’ of a larger population of patients with a similar physical condition 
who have been, or will he, treated with this drug. This leads to afrequency-based 
view of probability, in which p is related to the proportion of cures, or potential 
cures, in the larger population. 

Alternatively, we may prefer to regard the patient as an individual, whose 
personal physiological and psychological make-up will determine the success or 
failure of the drug in his or her case: we cannot now usefully regard the patient 
as a representative member of some larger population. After all, even if we know 
that SO per cent of the larger population are cured we still do not know whether 
or not this particular patient will be. If we reject representativeness in a larger 
population, the frequency concept of probability no longer has relevance, and 
some other interpretation is needed. One possibility is now to regard the proba- 
bility of a cure as a measure of the doctor’s (and patient’s) ‘degree-ofbelief in 
the success of the treatment. Here we are likely to need a subjective interpreta- 
tion of the probability concept. In practice the doctor’s decision to prescribe the 
drug is likely to stem from an informal combination of fwquency and subjective 
considerations, aimed at an assessment, or ‘estimate’, of the value of p as a 
guide for action. We shall return to this question of alternative interpretations 
of probability, and their implications for the construction of statistical theories, 
in Chapter 3, where the contrasting ideas of ‘classical ’, frequency, logical and 
subjective or personal concepts of probability are discussed and illustrated. 

The model of the practical situation consists, essentially, of u stutemenf of 
the set of possible outcomes and specification of the probabilistic mechanism 
governing the pattern of outcomes that might arise. Inevitably, the model is 
an idealisation of the real situation. Its adequacy depends on how valid and 
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appropriate are the (often simple) assumptions on which it is based. The funda- 
mental concern of the statistician is to construct an adequate model, either as 
a description of the real situation (and there the interest rests) or to suggest a 
reasonable course of action relevant to that situation. The real-world situation 
becomes replaced by the model and any description, or action, relates to the 
model as a substitute for the situation. Some simple examples may clarify this: 

(i) A radioactive substance emits a-particles. The substance is characterised by 
the rate at which it emits these particles. A Geiger counter is placed nearby and 
records the a-particles that bombard it. The usual assumptions of randomness 
and independence of Occurrence of the a-particles lead to a probability model 
for this situation-in which the number of a-particles recorded in a fixed time 
interval, (0, T) ,  has a particular probability distribution; namely, the Poisson 
distribution. This model is fully specified by a single parameter, its mean, which 
is proportional to the rate of emission, h, of the a-particles. 

Thus, a fairly complex physical situation has been replaced by a simple prob- 
ability model, in which the extent of our uncertainty is reduced to a single 
unknown quantity related directly to our prime interest in the physical situation 
itself. Methods of probability theory make it possible to deduce the pattern of 
results we would expect to observe ifafully specijied form of the model is appro- 
priare. Thus we can calculate, say, the probability of recording no a-particles 
in a five-second period. In reverxe, by comparing the actual recordings on the 
Geiger counter with the deductions from the probability model we can attempt 
to both validate the model and estimate the unknown parameter (the mean). 

(ii) In an agricultural experiment conducted by a seed supplier, four varieties of 
Winter wheat are being compared; for example, in terms of their relative yields (or 
resistance to disease). Large variations of yield will arise due to inhomogeneity, of 
soil characteristics, the geographical aspect of the plot and the cumulative random 
effects of many other factors (including non-constancy of care and measurement 
errors). Several plots are planted with each variety and efforts are made to reduce 
the systematic effects of soil, aspect, etc. and to encourage optimal growth for 
each variety. The yields are measured as an indication of the relative merits of 
the four different varieties with a view to marketing a new improved variety for 
use by farmers. 

Any statistical analysis of the data again rests on the construction of an appro- 
priate model and on an assumption of its adequacy. Here, the assumptions may be 
that the observed values of yield (etc.), possibly after a suitable transformation, 
arise independently from normal distributions with constant variance, differing 
from one variety to another in at most the values of their means. Thus, the model 
embodies a great deal of structure, being unspecified only to the extent of the 
unknown values of a few parameters. Again, the real situation has been replaced 
by the model, and the ideas of probability theory may be applied to deduce the 
characteristic behaviour of data arising from the model, and hence by assumption 
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from the real situation. The use of a statistical procedure, e.g. analysis of vari- 
ance, again attempt5 to reverse this process, by using the observed data to reflect 
back on the model (both for validation and estimation purposes). 

What is to be learnt from these examples? First, the relationship between 
the practical situation, its probability model and the information it generates. 
Secondly, the roles played by a formal theory ofprobability and by statistical 
procedures and methods, in linking these components. 

It i s  the practical situation that is of prime interest, but this is both inaccessible 
and intangible. An idealisation of it is provided by the probabifiry model, with the 
hope that it constitutes a valid representation. Being logically and mathematically 
expressed, this model is amenable to formal development. Logical deduction 
through the ideas of mathematical probability theory leads to a description of 
the probabilistic properties of data that might arise from the real situation-on 
the assumption that the model is appropriate. In this way probability acls as the 
communication channel or ‘language’ that links the situation (model) with the 
data: it provides a deductive link. 

The theory of stuaistirs is designed to reverse this process. It takes the real data 
that have arisen from the practical situation (perhaps fortuitously or through a 
designed experiment) and uses the data to validate a specific model, to make 
‘rational guesses’ or ‘estimates’ of the numerical values of relevant parameters, 
or even to suggest a model in the first place. This reverse, inductive, process is 
possible only because the ‘language’ of probability theory is available to form the 
deductive link. Its aim is to enable inferences to be drawn about the model from 
the information provided by the sample data (or perhaps by other information) 
or to construct procedures to aid the taking ofdecisions relevant to the practical 
situation. What constitutes ‘relevant’ information, and the implied differences in 
the descriptive and decision-making functions of statistical theory, will be taken 
up in the next two sections. 

The different components (practical situation, model, informution 1 and the 
links between them (deductive or inducfive) are represented diagrammatically in 
Figure 1.2.1. 

1.3 RELEVANT INFORMATION 

Returning to the definition given in Section 1.1, a second component that needs 
fuller discussion is the ‘information’ that is to be ‘employed’. 

In examples (i) and (ii) of the previous section, information took the specific 
form of ‘realisations’ of the practical situation: that is, observed outcomes from 
that situation arising from what are assumed to be independent repetitions of the 
situation under identical or similar circumstances. This type of information will be 
termed sample data. Some writers would claim that it is only for information of 
this type, obtained in a repetitive situation (potentially at least, if not practically) 
that a concept of probability can be adequately defined, and a statistical theory 
developed. In von Mises’ formalisation of the frequency concept of probability 
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Figure 1.2.1 

(1957; first published 1928, in German) and later in its application to statistics 
(1964) he says (quoting from his 1964 book, published posthumously): 

Probability . , . theory is the mathematical theory of . . . repetitive events. Certain 
classes of probability problems which deal with the analysis and interpretation of 
statistical enquiries are customarily designated as ‘theory of statistics’. . . 
. . . we limit our scope, roughly speaking, to a mathematical theory of repetitive 
events. @. 1) 

and later 

. . . if one talks of the probability that the two poems known as the Iliud and the 
Odyssey have the same author, no reference to a prolonged sequence of cases is 
possible and it hardly makes sense to assign a numerical value to such a conjecture. 
(pp. 13, 14) 

Such restriction of interest to repetitive situations was for the purpose of 
constructing a theory of probability. But since probability is the ‘language’ of 
statistical analysis, there is clearly the implication that only sample data, derived 
from repetitive situations, may be the subject of such analysis. If the ‘language’ 
contains no word for other forms of information how can we ‘talk about’ these 
other forms? 
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A similar attitude is expressed by Bartlett (1962) who, in an essay on the 
theory of statistics, says that statistics 

is concerned with things we can count. In so far as things, persons, are unique or 
ill defined, statistics are meaningless and statisticians silenced; in so far as things 
are similar and definite-so many male workers over 25, so many nuts and bolts 
made during December-they can be counted and new statistical facts are born. 
(P. 1 1 )  

Again, the emphasis is on the repetitive nature of the situation, and information 
is restricted to sample data. 

Bartlett and von Mises are not alone in this attitude that statistical analysis must 
be based on the use of sample data evaluated through afrequency concept of 
probability. It is a view widely held and expressed, and acts as the corner-stone 
of a whole approach to statistics-what we shall call the classical approach 
stemming from the work of Fisher, Neyman, E. S. Pearson and others. 

But is sample data really the only form of information relevant to a statistical 
study? Other information certainly exists. The engineer who is considering using 
a component offered by a particular supplier, for assembly in a new design of 
bridge can test samples of this component and obtain data to aid his assessment of 
it. suitability. But he may also have information on the reliability of the supplier 
in terms of a past record of that supplier's abiliry to provide reliable components 
in similar circumstances. He may also be able to work out the possible costs 
and consequences of using a component that subsequently proves not to meet 
the required specifications. Both the earlier experience and the potentiul come- 
quences are relevant to the decision on whether or not to use the component 
offered. 

Other approaches to statistics are designed to incorporate such alternative types 
of infomation, and any attempt to survey the various approaches to the subject 
must therefore rest on a wider concept of informution thun that of just sample data. 
The broad subdivision of information into three categories (earlier experience, 
sample data, potential consequences), suggested by this example, is a useful one 
to pursue at this stage. Suppose we consider examples (i) and (ii) of the previous 
section in more detail. 

The agricultural experimenter in example (ii) is unlikely to regard his problem 
as a mathematical one concerning the means of a set of normal distributions. 
He is presumably interested in using any knowledge gained about the relative 
merits of the different wheat varieties as a guide to future action. It may be 
that he hopes to be able to recommend one of the varieties for commercial 
production. The mere superiority of one variety in terms of its yield is unlikely 
to be sufficient justification for its adoption. To increase wheat production is an 
advantage, but it may be more expensive to grow the highest yielding variety and 
hence needs to be priced more highly, or it may involve much greater care and 
attention (in soil treatments and husbandry). Higher prices and greater effort can 
be disadvantageous in terms of profitability. The decision as to what variety to 
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use is thus far more complex than merely a choice of that variety which produces 
the highest yield. 

The application of statistical methods in this problem illustrates how the object 
of the study may need to be extended beyond describing (through an appropriate 
probability model) how different outcomes arisc, to the wider aim of constructing 
a policy for action. Here we have an example of a situation where an assessment 
of the consequences of alternative actions is vital. These consequences must be 
quantified in some appropriate manner and the information they then provide may 
be critical to the choice of action. This second type of information is thus highly 
relevant, augments the information provided by the sample data, and demands 
the construction of statistical techniques through which it may be ‘employed’. 

Assessment of Consequences, and their formal quantification through what is 
known as the concept of utility, must therefore form a part of any comparative 
study of different approaches to statistics. It is central to a particular approach 
known as decision theory. It is important, however, to recognise that informa- 
tion on consequences may be different in kind to that provided by sample data. 
Sample data are well defined, objective. Consequences may also lead to objec- 
tive quantification (the costs of soil treatmcnt if a particular variety of wheat 
is grown) but they need not do so. Farmers may react against the extra labour 
needed to care for a particular variety, over and above the actual cost of such 
labour. In the same way as situations may demand a subjective interpretation of 
probability, so an assessment of consequences may involve subjective (personal) 
value judgements. 

In the sphere of human activity in particular it is often difficult to be objective. 
Bill cannot decide whether or not to accept an offer of a new job. It is clear that 
many items of information will be relevant to reaching a decision and they will 
involve imponderables and uncertainties. A change of salary may be obvious, 
but what about relative promotion prospects, the reactions to a change of work 
and home location, sale and purchase of a house, etc. Obviously, formal decisioii 
theory would not really be appropriate here-but the example is not so exagger- 
ated! It is intriguing to ponder what information he might seek to assist in this 
decision; also it is obvious that his assessment of the consequences will be very 
personal and difficult to quantify. Much of the emphasis in utility theory and 
decision theory is on the construction of a rational model for human behaviour, 
in the sense of representing how individuals make (or should make) a choice 
from alternative possible actions in the face of uncertainty. 

Even in the study of apparently objective situations we cannot escape the 
personal element. We saw this in the example of the seedsman. Often, a subjec- 
tive assessment of consequences is forced on us by the sparseness of objective 
information. The seedsman knows that to market a higher yielding, but more 
expensive, wheat (in terms of seed cost and management) will exclude a propor- 
tion of the market (it may even be known that this currently accounts for ‘about 20 
per cent’ of present sales). But perhaps it  is also likely that certain growers who 
need to maximise their yields on limited land areas may in future be attracted to 
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a newly introduced high-yielding variety (they might assess this as a 50 per cent 
chance of 40 per cent extra sales). The seedsman possesses, then, some measure 
of objective information, but to incorporate this factor in a statistical analysis 
it is necessary tofully specify the information in numerical terms and this can 
only be done by incorporating subjective or arbitrary values where knowledge is 
incomplete. Alternatively, subjective and personal elements must arise when the 
context of the problem is ‘personal’ rather than ‘global’-(Rill and his new job, 
for example). Some writers would argue that this is right and proper: that the indi- 
vidual is making entirely personal decisions, and that it is therefore the personal 
(subjective) assessment of consequences that constitutes relevant information. 
The difficulty of quantification still exists, however! 

We find a third type of information potentially arising in the earlier example 
(i) concerning radioactive decomposition of a substance. The aim here may be 
merely to characterise the substance in terms of its rate of decay, A, which is the 
mean number of a-particles, per second, recorded by the Geiger counter. This 
can be achieved by representing the situation in terms of the proposed Poisson 
model and by using the sample data alone to yield an estimate of A. as the only 
unknown parameter, The reliability or accuracy of the estimate will depend on 
the extent of the data and the method used to process the data. We can define 
ways of measuring this accuracy. 

Suppose, however, that on chemical or physical grounds we know that the 
substance hus afinities with other substances with known rates of decay. Its own 
rate of decay should not be too dissimilar to these others!. As a result, we may 
‘feel quite confident’ that A. is in the range 0.45 -= A. < 0.55, say. This knowledge 
is a further form of relevant infomation that we would hope to combine with 
the sample data to conduct a more refined estimation of A. Such information is 
derived from outside the current situation. It may arise, as in this example, from 
the general accumulatcd knowledge of the investigator from other areas of expe- 
rience: quite often from previous observation of similar situations. Information 
of this type is termed information a priori, or prior information. The particular 
branch of statistics designed to combine prior informution with stimple data is 
known as Bayesian statistical inference, but we shall see that prior information 
can also play an important role in decision rheory and has implications in the 
clussicul approach to statistics. 

In trying to incorporate prior information in a statistical analysis we again 
encounter the difficulty of quantifying it. It needs to be expressed in terms of 
prior probuhilify distributions, e.g. in the radioactivity problem we might rein- 
terpret the parameter A. as an observation fmm sonic distribution of a random 
variable A (relating perhaps to a ’super-situation’ containing the present one). 
Prior information is now expressed through the distribution of A. But we need to 
be specific about this distribution-and it is hardly specified by feeling ‘confi- 
dent that 0.45 < A. < 0.55’. Again subjective elements arise in expanding our 
limited knowledge to a complete specification; arbitrary and personal assess- 
ments might have to be introduced. For this reason, some statisticians have in 
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the past claimed that prior information (and an assessment of consequences) has 
no place in a formal theory of statistics-see Pearson’s remarks quoted in the 
next section-but the present day view is more eclectic. 

In contrast to Pearson, an amusing and compelling plea for the use of suhjective 
prior information is given in an example by Savage (1961~). 

After reminding us that subjective opinions often rightly influence the way 
in which a statistical investigation is uppnmched (in terms of its design), he 
claims that subjective principles should also be allowed to influence the analysis 
of an experimental situation. To illustrate this in relation to the use of prior 
information, Savage presents three different experiments that he says have the 
‘same formal structure’, where the conclusions based on traditional (classical) 
statistical method would be identical, but where the unemployed subjective prior 
information compels him (and, he is ‘morally certain’, anyone) to react quite 
differently in the three situations. The three experiments are as follows. 

(i) The famous tea-drinking lady described by R. A. Fisher (1966, pp. 1 1-25) 
claims to know if the milk, or tea, was poured first into the cup. For ten 
pairs of cups of tea, each pair having one of each type, she makes the 
correct diagnosis. 

(ii) A music expert says he can distinguish a page of Haydn score from one 
of Mozart. He makes a correct assignation for ten pairs of pages. 

(iii) A somewhat inebriated friend, at a party, says that he can predict the 
outcome when a coin is spun. It is spun ten times, and he is correct 
each time. 

In each case, the significance level is the same, 2-”, for a one-tail test of 
significance. But Savage reacts quite differently in each case. Some ‘old wives 
tales’ have some substance; it seems that this m y  be so in the tea-making 
situation. An expert should be able to tell a page of Haydn from a page of Mozart; 
it is not surprising that he does so, particularly when he is so confident in his 
ability. With regard to the coin-spinning, Savage says that he does not believe 
in extra-sensory perception, and is unimpressed ‘by this drunk’s run of luck’. 

The use of prior information in the Bayesian approach also has implications 
for the interpretation of the probability concept. Either afiequency-based, or a 
subjective, concept may be appropriate depending on circumstances. It is hard 
to see how anything but a degree-of-belief attitude can be applied to the ‘confi- 
dence that 0.45 < h < 0.55’ in the present example; although similar statements 
in different contexts may be legitimately interpreted on a frequency basis (see 
Chapter 2). Writers differ on the centrality of a subjective view of probability to 
the structure of Bayesian inference-many would claim it is the only appropriate 
view; at the other extreme a few would restrict the use of Bayesian methods to 
situations where prior distributions have a natural frequency interpretation. We 
shall need to return to this point in more detail, later in this chapter and in 
subsequent chapters . 



STATISTICAL INFERENCE AND DECISION-MAKING 13 

We have now distinguished three general forms of information that may, 
depending on circumsmces, be relevunt to a statistical study. These can be 
viewed to some extent on a temporal basis-the prior information accumulated 
from past (or external) experience, the sample data arising from the current situ- 
ation, and assessments of consequences referring to (potentia1)fitur-e action. The 
circumstances in which these different forms of information are relevant depend 
on a variety of factors, as we have seen in the examples above. The ways in 
which the information is quantified and utilised depend also on many cucum- 
stantial factors-in many cases involving subjective evaluation. But even if we 
judge particular forms of information to be relevant to our practical interest (and 
ignore for the moment the problems of quantification), utilisation of the infor- 
mation depends on having available statistical procedures speciJically designed 
to incorporate the particular f o m s  of information. This is the ‘down-to-earth’ 
level at which we must also contrast and compare the different approaches to 
statistics. 

We must examine what different tools and concepts have been developed 
within the classical, decision-theoretic and Bayesian approaches for the 
processing of information? The relevance of information depends, then, not only 
on the practical situation but also on whether procedures exist to process it. In 
decision theory, for example, we need to be able to process prior information 
and consequences, both of which are relevant to the decision theory approach. 

1.4 STATISTICAL INFERENCE AND DECISION-MAKING 

The definition of the object of statistics, given in Section 1.1, implies a distinction 
between a need to describe the practical situation, and a need to construct rules 
for ucrion in the context of that situation. Is this a valid, and useful, distinction? 
The examples of the agricultural experiments and of the a-particles suggest that 
it might be. Let us now look at this question offimction in more detail. 

Consider the problem of weather forecasting. The interests of the meteorol- 
ogist and of the man-in-the-street, in what today’s weather will be, are quite 
different. The meteorologist’s interest is scientific: he is concerned with providing 
an informed description of the likely situation. The man-in-the-street is involved 
with using this description to aid him in his actions: to decide whether to take 
an umbrella to work or whether to go trout fishing. for which early morning rain 
is an advantage, etc. 

The distinction between these two modes of interest in a statistical study, 
the descriptive and the action guidance functions, arises again and again. We 
have seen it in the context of examples (i) and (ii) in Section 1.2. It is a useful 
distinction to draw for the present purpose of contrasting different approaches to 
statistics. Any statistical procedure that utilises information to obtain a descrip- 
tion of the practical situation (through a probability model) is an inferenrial 
procedure-the study of such procedures will be termed statistical inference. A 
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procedure with the wider aim of suggesting action to be taken in the practical 
situation, by processing information relevant to that situation, is a decision- 
making procedure -- the study of such procedures, statistical decision-making. 

This distinction has often been made in the literature. For instance, Smith 
(1965) says: 

Statisticians often play down something which is obviously me, when it does 
not quite accord with their line of thought. An example is the statement that there 
is no difference between inference and decision problems. 

A decision problem means the choice between several possible courses of action: 
this will have observable consequences. which may be used to test its rightness. 
An inference concerns the degree of belief, which need not have any cunxquences, 
though it may. This makes it more difficult to come to agreement on qucstioiis of 
inference than on decisions. For example, the question ‘Shall I eat this apple?’ is 
a matter of decision, with possible highly satisfactory or uncomfortable outcomes. 
‘Is this apple green?’ is a question of belief. Of course, the two problems must be 
closely related, even though they are distinct. 

Cox (1958) discusses this in greater detail. 

A statistical inference carries us from observations to conclusions about the 
populations samplcd.. . . Statistical inferences involve the data, a specification of the 
set of possible populations sampled and a question concerning the true populations. 
No consideration of losses [consequences] is usually involved directly [but]. . . may 
affect the question asked.. . . The theory of statistical decision deals with the action 
to take on the basis of statistical information. Decisions are based on not only 
the considerations listed for inferences, but also on an assessment of the losses 
resulting from wrong decisions, and on prior information, as well as, of course, on 
a specification of the set of possible decisions. 

Here, we see the difference of f i c t i o n  affecting the f o m  of information 
regarded as relevant. Prior information will be seen to be relevant to both infer- 
ence and decision-making. 

Lindley (196Sb) remarks that the decision-making problem is an extension of 
the inference problem; but that inference is fundamental to decision-making. 

. . . the inference problem is basic to any decision problem, because the latter can 
only be solved when the knowledge of [the probability model]. . . is completely 
specified.. . . The person making the inference need not have any ptuticultu decision 
problem in mind. The scientist in his laboratory does not consider thc decision 
that may subsequently have to be made concerning his discoveries. His task is to 
describe accurately what is known ahout the parameters in question. (pp. 66-67). 

At a later stage, the more detailed discussions of this issue, such as that by 
Lindley (1977), will be relevant. 

So we see decision-making extending the aims of inference: the descriptive 
function of inference being expanded to suggest rules for behaviour. As a result, 
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we may expect decision-making procedures to range more widely than inferential 
procedures over the types of information they are designed to incorporate and 
process. Broadly speaking, inference utilises sample data and, perhaps, other 
information with a bearing on the description of the practical situation, e.g. prior 
information. Decision-making augments the inferential knowledge of the situation 
by also incorporating assessments of consequences. 

Consider the case of a car manufacturer who possesses a variety of information 
on components of his vehicles. He may wish to use this information in various 
ways. Sample data and prior information may be used to describe the dimensions 
of a particular component for quoting in a ‘reference manual’. But this description 
needs to be augmented by a knowledge of the effects and implications of using 
the component if, say, there is some legal obligation to meet prescribed standards 
or if the component is to complement the overall structure of the car. Formal 
decision-making procedures may need to be employed to process a quantified 
expression of these effects and implications. Such expression may be critical to 
the appropriate action to take. A machine that produces ‘oversize’ pistons renders 
the whole assembly inoperable. The effects are obvious and extreme; the machine 
must be modified. A door handle that is awkward to operate may be detrimental 
to the sales image of the car. The consequences of retaining or replacing this 
type of handle are by no means as critical, nor easily quantified. (Advertising 
stratagems may be all that are required: ‘What ingenious door handles! The 
children will never open them!’) 

This distinction between the reflection function and the action guidance func- 
tion must show itself also in the statistical procedures used in the one context 
or the other. In particular, a decision-making procedure needs formal tools or 
methods to handle potential consequences, expressed as utilities or losses. 

Most statisticians accept the dual nature of statistics implied by these two func- 
tions. There can, on occasions, be an advantage in separating out the message 
of sample data alone from the modifications that one must make in the light of 
additional prior, or consequential, information. This is important, for example, in 
appreciating the role of classical statistics in relation to some other approaches. 
If prior information exists however, it must surely be important to seek to incor- 
porate it through the methods of Buyesiun inference. We need now to examine 
such distinctions in more detail. 

1.5 DIFFERENT APPROACHES 

The object of this book is to present and contrast the different approaches to 
statistics. In doing so, it is essential to retain the distinction between inference 
and decision-making, It is apparent that most statisticians regard this distinc- 
tion as fundamental (Smith, 1965), also that a large number are committed to a 
view of statistics that embraces some decision-making aspect. The vast literature 
on decision theory, at all levels of mathematical sophistication, applicability or 
philosophical comment, bears witness to this. 
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The distinction between inference and decision-making, coupled with the 
earlier subdivision of different types of relevant information, puts us in a 
position now to make a preliminary classification of the different approaches 
to statistics. For the moment we distinguish three main approaches (summarising 
their distinguishing features in anticipation of fuller discussion later). 

(i) Classical Statistics, originates in the work of R. A. Fisher, J. Neyman, 
E. S. Pearson, and others. This includes the techniques of point (and interval) 
estimation, tests of significmce and hypothesis testing. At first sight it might be 
judged to be an inferential approach, utilising sample data as its only source of 
relevant information-although we will find it necessary to qualify this assess- 
ment in certain respects later. The distinction between significance fesfing and 
hypothesis testing is crucial to the issue of the relative inferentiavdecision-makjng 
role of classical statistics. Any particular approach needs to incorporate concepts, 
tools and interpretations for its ‘internal management’. In these respects clas- 
sical statistics leans on a frequency concept of probability. It represents the 
sample data through what is termed their likelihood, and sets up certain criteria 
based on sampling distributions to assess the performance of its techniques. 
For instance, point estimators may be required to be unbiased or consistent, 
hypothesis tests are based on ‘tail-area probabilities’ and at a more general level 
data are shown to be best handled in predigested form as sumient statistics 
where possible. The methods embody aggregate measures of their own ‘relia- 
bility’ or ‘accuracy’ such as standard errors or e@ciency determinations. (See 
Chapter 5.) 

Some comment is needed on the use of the term ‘classical’ to describe this 
approach. It is commonly so described, in recognition of its traditional role as 
a formal principle of statistical method more widely applied and of somewhat 
earlier origin (in term of detailed formal development) than either Bayesian 
inference or decision theory. But the approach is also labelled in many other 
ways: sampling-thury, frquentist, standurd, orthodox, and so on. We shall retain 
the term ‘classical’ throughout the book, but this is not to be confused with the 
similar label attached to a particular view of the probability concept discussed 
in Chapter 3. It is interesting to note that Buehler (1959) calls the Bayesian 
approach ‘classical’; the classical approach ‘modern’ -an extreme example of 
the non-standardisation of terminology in the arca of comparative statistics. 

(ii) Bayesian Inference is again essentially an inferential procedure, but admit- 
ting (indeed demanding) the processing of prior information as well as sample 
data. The prior information is modified by the sample data through the ‘repeated 
use of Bayes’ theorem’ (Lindley, 1965b, p. xi) to yield a combined assessment 
of the state of knowledge of the practical situation. The likelihood again plays 
a crucial role. Inferential statements are expressed through posterior probubifity 
distributions, and hence embody their own measure of accuracy. The idea of 
suficiency is again relevant, but not so the method of sampling used to obtain 
the sample data. 
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The expression of prior information through conjugute families of prior 
distributions, when appropriate to the practical problem, is of mathematical 
and interpretative convenience. This approach cannot rest on a frequency 
interpretation of probability alone; a subjective interpretation is almost inevitable, 
and probabilities tend to be regarded as conditional. Central to the basic 
development of Bayesian methods is the notion of coherence (an idea that goes 
back to Rwsey (1931/1964): see, for example, Lindley, 1971c, pp. 3-6). This is 
a concept, that seeks to express in precise terms what is required of individuals if 
they are to react ‘rationally’ or ‘consistently’ to different prospects in situations 
of uncertainty. The use of Bayesian methods is not restricted to situations where 
tangible prior information exists; the formal expression of prior ignorance is 
important and arouses great interest and some controversy, An assumption of 
exchangeability (an operational symmetry in the parameterisation of the model) 
can facilitate the solving of multi-parameter problems. (See Chapter 6.) 

(iii) Decision Theory, stemming from the work of Wald was first presented in 
his detailed treatment (1950). As the name suggests, this approach is designed 
specifically to provide rules for action in situations of uncertainty, i.e. decision 
rules. It inevitably incorporates assessments of the consequences of alternative 
uctiom, expressed through the mathematical theory of utility in the form of losses 
or Zossfunctions. The value of any decision rule for prescribing action on the 
basis of sample data (and any prior information) is measured by its expected 
loss, or risk. The aim is to choose a decision rule with ‘minimum risk’; and 
the concepts of the admissibility of a decision rule and of complete classes of 
decision rules are central to the study of optimality. 

There is no derived probabilistic assessment of the accuracy of decision rules; 
their relative merits are measured in aggregate t e r n  by their associated risks. 
This approach may be regarded as the stochastic extension of the deterministic 
games theory, due to von Neumann and Morgenstern (1953; first published 1944): 
it is concerned with ‘games against nature’, and a minimax principle is one basis 
for the choice of an ‘optimum’ decision rule. 

In as far as prior information is incorporated, the methods used are essen- 
tially those of Bayesian inference. No particular philosophical view of proba- 
bility is inevitably implied in decision theory; usually probability statements are 
frequency-based, although when prior information is processed a subjective atti- 
tude is often adopted. Whilst decision theory does not depend on, or demand, the 
use of Bayesian methods or a sub-jective interpretation of probability, the study 
of optimum decision rules is simplified on the Bayesian approach. At the formal 
level, adoption of prior distributions allows us to delimit (in many situations) the 
range of admissible decision rules, irrespective of whether or not any particular 
prior distribution is appropriate to the real problem in hand. At a fundamental 
level, Ramsey (193 1/1964) shows that Bayesian decision theory is the inevitably 
correct way in which decisions should be made if we were entirely rational: in 
that coherence implies the existence of prior probabilities, and of utilities, and 
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the need to maximise expected utility. See Lindley (1971b) for a down-to-earth 
explanation of this normative role of Bayesian decision theory. But not everyone 
is entirely ‘rational’ in their actions and reactions. 

Attitudes to decision theory vary from one statistician to another. Some see it 
as an objective procedure for prescribing action in real and important situations 
where it is possible to quantify consequences, others as a tentative formal model 
of the way people behave (or ought to behave) in the day-to-day running of their 
lives. (See Chapter 7.) 

On this simple classification the main characteristics of the three approaches 
may be summarised in the manner indicated in Table 1.5.1: 

This broad classification of approaches to statistical inference and decision- 
making oversimplifies the true structure. At this stage the descriptions under (i), 
(ii) and (iii) are intended to provide merely an intuitive feeling for distinctions 
between the approaches, and a first contact with some of the vocabulary of 
inference and decision-making, 

A matter that is of importance in whatever approach is used for inference is the 
question of whether or not statistical (inferential) association or relationship has 
a causaE origin. Thus, road accident figures are seen to increase over the years 
(until recent times) with an increase in the numbers of lorries and trucks on the 
road. This is a statistical relationship. But can we go further and infer that the 
increase in commercial traffic causes the increase in the number of accidents? 
Consider another example. 

In the late 1940s, the Medical Research Council in England expressed concern 
about the apparent large increases in cases of lung cancer. Doctors took note of 
this concern and data were collected on admissions to hospitals in the London 
area of patients suffering from respiratory problems. Their subsequent diagnoses 
were examined and those with lung cancer were compared with the others to 
see whether there was any evidence of factors distinguishing the two groups. It 
came as a surprise to find a much higher proportion of cigarette smokers in the 

’IBble 1.5.1 

Approach Function Probability concept Relevant information 

Classical Inferential Frequency-based Sample data 

Bayesian Inferential ‘Degree-of-belief ; Sample data 
(predominantly) 

subjective. Possible Prior information 
frequency -interpretable 
components 

Decision Decision-making Frequency-baed Sample data 

or utilities 
theory Consequential losses 

(‘Degree-of-belief : (Prior information) 
subjective, when 
prior information is 
incorporated) 


