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Preface 

Among social scientists, almost everyone agrees that without valid measurement, 
there may be little for social science to contribute in the way of scientific knowl- 
edge. A corollary to this principle is that reliability of measurement (as distinct from 
validity) is a necessary, although not sufficient, condition for valid measurement. 
The logical conclusion of this line of thinking is that whatever else our measures 
may aspire to tell us, it is essential that they are reliable; otherwise they will be of 
limited value. There is a mathematical proof of this assertion (see Chapters 3 and 
12), but the logic that underlies these ideas is normally accepted without formal 
proof If our measures are unreliable, they cannot be trusted to detect patterns and 
relationships among variables of interest. Thus, reliability of measurement is a sine 
qua non of any empirical science. 

To be somewhat more concrete, there are several reasons to be concerned with 
the existence and consequences of errors in social measurement. First and foremost, 
if we are aware of the processes that generate measurement error, we can potentially 
understand the nature of our results. A presumptive alternative interpretation for 
any research result is that there are methodological errors in the data collection, 
and we must rule out such methodological artifacts as explanatory variables when- 
ever we draw inferences about differences in patterns and processes. Second, if we 
know about the nature and extent of measurement errors, we may (in theory) get 
them under better control. In the second chapter of this book, I “deconstruct” the 
data gathering process in survey research into six major elements of the response 
process-question adequacy, comprehension, accessibility, retrieval, motivation, 
and communication-and argue that discerning how measurement errors result 
from these components helps researchers reduce errors at the point where they are 
most likely to occur. Third, measurement errors affect our statistical inferences. 
Measurement unreliability inflates estimates of population variance in variables of 
interest and, in turn, biases estimates of standard errors of population means and 
other quantities of interest, inflating confidence intervals. Statistical analyses that 
ignore unreliability of variables underestimate the strength and significance of the 
statistical association between those variables. This underestimation not only makes 
the results of such analyses more conservative from a scientific perspective; it also 
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increases the probability of type I1 error and the consequent rejection of correct, sci- 
entifically productive hypotheses about the phenomena of interest. Even in the sim- 
plest regression models, measurement unreliability in predictor variables generally 
biases regression coefficients downward, making it more difficult to reject the null 
hypothesis; and unreliability in both dependent and independent variables attenu- 
ates estimates of statistical associations. With appropriate measurement designs, it 
is possible to isolate some types of errors statistically and control for them in the 
analysis of data. 

Over the past two decades (i.e., since the mid-l980s), we have seen a burgeon- 
ing research literature on survey methodology, focusing especially on problems of 
measurement. Indeed, volumes have been written about measurement errors. We 
probably have a better than ever understanding about the sources of measurement 
errors, particularly those involving cognitive processes and the effects of question 
wording. But little effort has been undertaken to quantify the extent of unreliability 
in the types of measures typically used in population surveys to help us assess the 
extent of its biasing effects. To be blunt, our knowledge about the nature and extent 
of measurement errors in surveys is meager, and our level of understanding of the 
factors linked to the design of questions and questionnaires that contribute to their 
presence is insufficient. Errors of measurement-the general class of phenomena of 
which unreliability is a particular type-are a bit like what Mark Twain reportedly 
said about the weather: “Everybody talks about the subject, but nobody does any- 
thing about it.” 

In this book, I argue that considering the presence and extent of measurement 
errors in survey data will ultimately lead to improvements in data collection and 
analysis. A key purpose of studies of measurement errors is to identify which types 
of questions, questionnaires, and interviewer practices produce the most valid and 
reliable data. In the chapters that follow, I consider ways in which the extent of mea- 
surement errors can be detected and estimated in research in order to better under- 
stand their consequences. The major vehicle for achieving these purposes involves a 
study of nearly 500 survey measures obtained in surveys conducted at the University 
of Michigan over the past two or three decades. Assembling information on reli- 
ability from these data sources can help improve knowledge about the strengths and 
weaknesses of survey data. The results of this research should be relevant to the 
general tasks of uncovering the sources of survey measurement error and improving 
survey data collection through the application of this knowledge. 

Although information about the level of reporting reliability in the standard sur- 
vey interview is lacking, a small and growing cadre of investigators is addressing 
this issue. Given the substantial social and economic resources invested each year in 
data collection to satisfy social and scientific information needs, questions concern- 
ing the quality of survey data are strongly justified. Without accurate and consis- 
tent measurement, the statistical tabulation and quantitative analysis of survey data 
hardly makes sense. Knowledge has only recently been cumulating regarding the 
factors linked to the quality of measurement, and I hope this study will contribute to 
this body of work. 
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Foreword 

Some projects take a long time to complete-this is true (for better or worse) of the 
present one. In a very real sense, the idea for this project began nearly 40 years ago, 
when I was a graduate student in sociology at the University of Wisconsin. In 1968, I 
was taking courses in reliability theory, factor analysis, and item response theory in 
the Department of Educational Psychology at Wisconsin (from Anne Cleary, Ches- 
ter Harris and Frank Baker) in order to fulfill a Ph.D. minor requirement. At the 
time, I recall wondering if it would be possible to apply some of the ideas from clas- 
sical psychometric theory to social science data. Large-scale survey studies were 
beginning to achieve greater popularity as a mainstay for social science research, 
and I had read several of the famous critiques about survey research. From those 
seeds of curiosity sown so many years ago, I now have come to understand how those 
“response” theories of measurement may be fruitfully applied to survey data. 

I recall reading early on about the questionable role of surveys in the develop- 
ment of social science. The field of survey research was so under-developed in the 
1950s and 1960s that Herbert Blumer (1956) could wage what seemed to many to 
be a credible attack on “variable analysis” in social science. Interestingly, Blumer’s 
argument focused on the issues of reliability and validity of survey data. He believed 
that survey data had a high degree of reliability, but were of questionable validity. 
As I argue in this book, Blumer may have assumed too much about the reliability 
of survey data. Certainly there was little attention to the issue at the time he was 
writing. But, in fact, Quinn McNemar, a psychometrician, had (10 years earlier) 
written an important review of survey research methods in which he pointed out 
that survey researchers had largely ignored the problem of reliability, depending 
without qualms on results from single questions (McNemar, 1946). Psychometric 
methods had not yet made their way into survey analysis, and it was not known 
how to incorporate measurement errors into models for the analysis of survey data. 
Even the most highly regarded proponents of the quantitative analysis of survey data, 
Robert Merton and Paul Lazarsfeld, admitted that there was very little discussion 
of the art of analyzing material once it has been collected (Merton and Lazarsfeld, 
1950). Later, in 1968, sociologist James Coleman observed that the investigation of 
response unreliability was an almost totally underdeveloped field, because of the 
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lack of mathematical models to encompass both unreliability and change (Coleman, 
1968). These arguments piqued my interest in problems of survey measurement. 

I found these issues to be compelling, issues I wanted to explore further. It was 
my good fortune to have been accepted into an NIH training program in quantitative 
methodology during my graduate studies, a program initiated by Edgar Borgatta. 
Exposure to his work, along with that of a growing field of “sociological method- 
ology,” which included the work of James Coleman, Hubert M. Blalock, Jr., Her- 
bert L. Costner, David R. Heise, Robert M. Hauser, and Karl Joreskog, among oth- 
ers, did much to help develop an understanding of the nature of social measurement 
(see Blalock, 1965; Costner, 1969; Hauser and Goldberger, 1971). As one who reads 
the present book will discover (see Chapter 5 ) ,  Dave Heise’s paper on the separation 
of unreliability and true change in repeated measures designs and Karl Joreskog’s 
related work on simplex models were critical to the development of this research 
program (see Heise, 1969; Joreskog, 1970). 

Many of my early publications dealt with these matters (e.g., Alwin 1973, 1974), and 
these concerns have remained an important focus for a substantial portion of my schol- 
arly work. It is a remarkable thing to have been driven and influenced most of my profes- 
sional life by a general concern with the quality of data on which the inferences of social 
scientists are based. And although I have worked on a range of other topics throughout 
my career, a concern with measurement issues has been a keystone of my work. 

I have dedicated this book to those from whom I learned the most about 
measurement-people whose influence I am cognizant of almost every day of my life. 
Ed Borgatta, now retired from the University of Washington, is without question one 
of the most cherished mentors I have ever had-his knowledge of measurement and 
his hard-nosed approach to modeling social data are attributes I hope I have passed 
along to my students. Anne Cleary-whose life was taken at a young age by a sense- 
less act of terror-was an extraordinarily talented mentor who taught me just about 
everything I know about classical measurement theory. David Jackson, a colleague in 
graduate school, was my best friend. His life was taken by cancer on October I, 2001, 
just a few weeks after 9/11. I still feel the grief of losing Dave, but I can say this-Dave 
taught me so much about measurement that I cannot think about the content of this 
book without thinking of what I learned from him. Charlie Cannell hired me for the 
job at the University of Michigan and exposed me to interviewing methodology and 
survey research in a way I would never have thought possible-I have only the fondest 
of memories of my contact with Charlie and what I learned from him. 

This book took many years to complete, and the research spanned my tenure 
across several academic institutions. The work was influenced by many esteemed 
colleagues, friends, and family, and the research was supported by two federal fund- 
ing agencies. I believe the time it has taken and the influence of others only strength- 
ened the final product. To all those who read this book, I hope the underpinnings 
of the approach and the importance of the research agenda can have an impact on 
future research. To my colleagues, friends, and family who made this project pos- 
sible, you have my deepest appreciation. 

DUANE F. ALWIN 
State College, Pennsylvania 
October 2006 



C H A P T E R  O N E  

Measurement Errors in Surveys 

Quality . . . you know what it is, yet you don’t know what it is. But that’s self- 
contradictory. But some things are better than others, that is, they have more quality. 
But when you try to say what the quality is, apart from the things that have it, it all goes 
poof! . . . But if you can’t say what Quality is, how do you know what it is, or how do 
you know that it even exists? If no one knows what it is, then for all practical purposes 
it doesn’t exist at all. But for all practical purposes it really does exist. . . . Obviously 
some things are better than others. . . but what’s the “betterness”? . . . So round and 
round you go, spinning mental wheels and nowhere finding any place to get traction. 
What the hell is Quality? What is it? 

Robert M. Pirsig, Zen and the art of motorcycle maintenance (1974) 

Measurement issues are among the most critical in scientific research because analy- 
sis and interpretation of empirical patterns and processes depend ultimately on the 
ability to develop high quality measures that accurately assess the phenomenon of 
interest. This may be more difficult in the social and behavioral sciences as the phe- 
nomena of interest are often not well specified, and even when they are, the variables 
of interest are often difficult to observe directly. For example, concepts like religiosity, 
depression, intelligence, social status, attitudes, psychological well being, functional 
status, and personality may be difficult to measure precisely because they largely 
reflect unobserved processes. Even social indicators that are more often thought to 
directly assess concepts of interest, eg. ,  variables like education, or income, or race, 
are not free of specification errors. Clearly, the ability to define concepts precisely in 
a conceptually valid way, the translation of these concepts into social indicators that 
have an empirical referent, and the development of survey measures of these indica- 
tors all bear on the extent of measurement errors. In addition, measurement problems 
in social science are also critically related to the nature of the communication and 
cognitive processes involved in gathering data from respondents (e.g., Bradburn and 
Dank, 1984; Cannell, Miller and Oksenberg, 1981; Krosnick, 1999; Schwarz, 1999a, 
1999b; Sirken, Herrmann, Schechter, Schwarz, Tanur, and Tourangeau, 1999; Sud- 
man, Bradburn and Schwarz, 1996; Tourangeau, 1984; Tourangeau and Rasinski, 
1988; Tourangeau, Rips, and Rasinski, 2000). 

1 



2 MARGINS OF ERROR 

With its origins in 19th-century Europe and pre-World War I1 American society, 
survey research plays an extraordinarily important role in contemporary social sci- 
ences throughout the world (Converse, 1987). Vast amounts of survey data are col- 
lected for many purposes, including governmental information, public opinion and 
election surveys, advertising and marketing research, as well as basic social scien- 
tific research. Some have even described survey research as the via regia for modern 
social science (Kaase, 1999, p. 253)-the ideal way of conducting empirical science. 
Many would disagree with the proposition that surveys are the only way to do social 
science, but there would be hardly any dissent from the view that survey research 
has become a mainstay for governmental planning, the research of large numbers of 
academic social scientists, and the livelihoods of growing numbers of pollsters, and 
marketing and advertising researchers. 

1.1 WHY STUDY SURVEY MEASUREMENT ERROR? 

The basic purpose of the survey method is to obtain information from a sample of 
persons or households on matters relevant to researcher or agency objectives. The 
survey interview is conceived of as a setting in which the question-answer format is 
used by the researcher to obtain the desired information from a respondent, whether 
in face-to-face interview situations, via telephone interviews, or in self-administered 
questionnaires. Many aspects of the information gathering process may represent 
sources of measurement error: aspects of survey questions; the cognitive mecha- 
nisms of information processing and retrieval; the motivational context of the setting 
that produces the information; and the response framework in which the information 
is then transmitted (see, e.g., Alwin, 1991b; Alwin, 1992; Krosnick, 1999; Krosnick 
and Alwin, 1987, 1988, 1989; Schaeffer, 1991b; O’Muircheartaigh, 1997). 

Given the substantial social and economic resources invested each year in data 
collection to satisfy social and scientific information needs, questions concerning the 
quality of survey data are strongly justified. Without accurate and consistent mea- 
surement, the statistical tabulation and quantitative analysis of survey data hardly 
makes sense; yet there is a general lack of empirical information about these problems 
and very little available information on the reliability of measurement from large 
scale population surveys for standard types of survey measures. For all the talk over 
the past decade or more concerning measurement error (e.g., Groves, 1989, 1991; 
Biemer, Groves, Lyberg, Mathiowetz and Sudman, 1991; Biemer and Stokes, 1991; 
Lyberg, Biemer, Collins, de Leeuw, Dippo, Schwarz, and Trewin, 1997), there has 
been very little empirical attention to the matter. Indeed, one prescient discussion of 
measurement errors in surveys even stated that “we know of no study using a general 
population survey that has attempted to estimate the reliabilities of items of the types 
typically used in survey research” (Bohrnstedt, Mohler, and Miiller, 1987, p. 171). 
Knowledge has only recently been cumulating regarding the factors linked to the 
quality of measurement, and we hope this study will contribute to this body of work. 

Errors occur in virtually all survey measurement, regardless of content, and the 
factors contributing to differences in unreliability of measurement are worthy of 
scrutiny. It is well known that statistical analyses ignoring unreliability of measures 
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generally provide biased estimates of the magnitude and statistical significance of 
the tests of mean differences and associations among variables. Although the result- 
ing biases tend to underestimate mean differences and the strength of relationships 
making tests of hypotheses more conservative, they also increase the probability of 
type I1 errors and the consequent rejection of correct, scientifically valuable hypoth- 
eses about the effects of variables of interest (see Biemer and Trewin, 1997). From a 
statistical point of view there is hardly any justification for ignoring survey measure- 
ment errors. 

1.2 SURVEY ERRORS 

Terms that are often associated with assessments of survey quality, for example, the 
terms “bias,” “reliability,” and “validity,” are often used in ambiguous ways. Some- 
times they are used very generally to refer to the overall stability or dependability 
of survey results, including the extent of sampling error, nonresponse bias, instru- 
ment bias, as well as reporting accuracy. Other times they are used in a much more 
delimited way, to refer only to specific aspects of measurement error, distinguishing 
them from assessments of other types of survey errors. It is therefore useful to begin 
this discussion by clarifying how we might think about various types of survey error, 
how they differ from one another, and how we might arrive at a more precise defi- 
nition of some of the terms frequently used to refer to levels of survey data quality 
involving measurement errors in particular. 

In his path-breaking monograph, Survey errors and survey costs, Robert Groves 
(1989, p. vi) presents the following framework for consideringfour different types of 
survey errors: 

Coverage error. Error that results from the failure to include some population 
elements in the sampling frame or population lists. 

Sampling error. Error that results from the fact that a subset of the population 
is used to represent the population rather than the population itself. 

Nonresponse error. Error that results from the failure to obtain data from all 
population elements selected into the sample. 

Measurement error. Error that occurs when the recorded or observed value is 
different from the true value of the variable. 

We consider this to be an exhaustive list, and we argue that any type of survey error 
can be conceptualized within this framework. The presence of any of these types 
of survey errors can influence the accuracy of the inferences made from the sample 
data, and the potential for such errors in the application of survey methods places 
a high priority on being able to anticipate their effects. In the worst case, errors in 
even one of these categories may be so great as to invalidate any conclusions drawn 
from the data. In the best case, errors are minimized through efforts aimed at their 
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reduction and/or efforts taken to minimize their effects on the conclusions drawn, in 
which cases stronger inferences can be made on the basis of the data. 

All of these types of survey errors are to some extent present in the data we collect 
via survey methods. It is important for users of survey data to realize that these various 
survey errors are nested in important ways (see Figure 1.1). To describe this aspect of 
the phenomenon, we use the metaphor of a set of interrelated structures, each inside 
the next, like a set of Russian matrioshka dolls, in which distinct levels of “nestedness” 
represent different “compoundings” of error (see Alwin, 1991). Non-response errors 
are nested within sampling errors, for example, because only those cases sampled have 
the opportunity to participate and provide a response to the survey and the cases repre- 
senting nonresponse or missing cases, depend on which elements of the population are 
selected into the sample (Groves and Couper, 1998; Groves, Dillman, Eltinge, and Lit- 
tle, 2002). Similarly, sampling errors are nested within coverage errors because clearly 
the subset of the population sampled depends on the coverage of the sampling frame. 
Finally, measurement errors are nested within those cases that have provided aresponse, 
although typically we study processes of measurement error as if we were studying 
those processes operating at the population level. Inferences about measurement error 
can only be made with the realization that they pertain to respondents from samples of 

Figure 1.1. The relationship of sources of survey errors 
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specified populations, and it is important to realize, thus, that our inferences regarding 
those processes are constrained by the levels of nestedness described here. 

1.2.1 Classifying Types of Survey Error 

There are a number of different ways to think about the relationship among the 
several types of survey error. One way is to describe their relationship through the 
application of classical statistical treatments of survey errors (see Hansen, Hurwitz, 
and Madow, 1953). This approach begins with an expression of the mean square 
error (MSE) for the deviation of the sample estimator (4;) of the mean (for a given 
sampling design) from the population mean (p), that is, MSE (4;) = E(y - P ) ~ .  This 
results in the standard expression: 

MSE (4;) = Bias2 + Variance 

where Bias2 refers to the square of the theoretical quantity 4; - p, and Variance refers 

to the variance of the sample mean 0- Within this statistical tradition of concept- 

ualizing survey errors, bias is a constant source of error conceptualized at the sam- 
ple level. Variance, on the other hand, represents variable errors, also conceptualized 
at the sample level, but this quantity is obviously influenced by the within-sample 
sources of response variance normally attributed to measurement error. 

Following Groves’ (1989) treatment of these issues, we can regroup coverage, 
sampling, and nonresponse errors into a category of nonobservational errors and 
also group measurement errors into a category of observational errors. Obser- 
vational errors can be further subclassified according to their sources, e.g., into 
those that are due to interviewers, respondents, instruments, and modes of observa- 
tion. Thus, Groves’ fourfold classification becomes even more detailed, as seen in 
Table 1.1. Any treatment of survey errors in social research will benefit from the 

2 
Y 

Table 1.1. A classification of some types of survey errors 

MSE (7) = Bias’ 

Nonobservational Errors 
Coverage bias 
Sampling bias 
Nonresponse bias 

Observational Errors 
Interviewer bias 
Respondent bias 
Instrument bias 
Mode bias 

+ Variance 

Nonobservational Errors 
Coverage area variance 
Sampling error variance 
Nonresponse error variance 

Observational Errors 
Interviewer error variance 
Respondent error variance 
Instrument error variance 
Mode error variance 
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use of this classification, and further, any comparison of results across settings (e.g., 
across national surveys) will benefit from an understanding of the potential role of 
these components in the production of similarities and differences observed across 
settings. Ultimately, while this classification scheme is useful for pinpointing the 
effects of survey errors on sample estimates of means and their variances, it is also 
important to understand what (if anything) might be done to estimate these effects 
and the contributions of error sources to the understanding the results of research 
studies. This book focuses on one of these types of error-survey measurement 
errors-and it is hoped that the program of research summarized in subsequent 
chapters will improve our understanding of the effects of measurement errors on the 
results of surveys. 

1.3 SURVEY MEASUREMENT ERRORS 

Measurement represents the link between theory and the analysis of empirical data. 
Consequently, the relationship between measures of empirical indicators and the 
theoretical constructs they represent is an especially important aspect of measure- 
ment, in that ultimately the inferences drawn from the empirical data are made with 
respect to more abstract concepts and theories, not simply observable variables. 
Measurement, thus, requires the clear specification of relations between theoretic 
constructs and observable indicators. In addition, obtaining “measures” of these 
indicators involves many practical issues, including the specification of questions 
that operationalize the measures, and in the case of survey research the processes of 
gathering information from respondents and/or households. 

As I indicated at the beginning of this chapter, the specification of the linkage 
between theory and measurement is often viewed as more difficult in the social and 
behavioral sciences, as the phenomena of interest are often not very well specified, 
and even where they are, the variables are often difficult or impossible to observe 
directly. The diagram in Figure 1.2 illustrates the fundamental nature of the problem 
of measurement. Here I have adopted a three-ply distinction between constructs, 
indicators, and measures, depicting their interrelationships. Constructs are the theo- 
retical variables referred to in theoretical or policy discussions about which informa- 
tion is desired. Indicators are the empirical referents to theoretical constructs. In 
social surveys measures consist of the question or questions that are used to obtain 
information about the indicators. The layered nature of the distinctions of interest 
here can be illustrated with an example. Socioeconomic status is an example of a 
theoretical construct, derived from sociological theory, which can be indexed via 
any number of different social indicators, e.g., education, occupation, income level, 
property ownership. Normally, one considers such indicators as imperfect indicators 
of the theoretical construct, and often researchers solve this problem through the 
use of multiple indicators, combining different indicators using MIMC (multiple- 
indicator multiple-cause) models or common factor models for analysis (see Alwin, 
1988). 
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Interpretation 

I 

Theoretical 
Constructs 

Constant 
Errors 

I 
4- Measures 
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Errors of 
Measurement 

Random 
Errors 

~ Systematic 
Errors 

Figure 1.2. The relationship between constructs, indicators, measures, and measurement errors. 

It is important in this context not to confuse the indicators of concepts with the 
theoretical constructs they are thought to reflect. To do so loses sight of the purpose 
of measurement. In principle, it is the theoretical constructs that implicate particular 
indicators, not the reverse. In Kuhn’s (1961, p. 190) words: “To discover quantitative 
regularity one must normally know what regularity one is seeking and one’s instru- 
ments must be designed accordingly.” The linkage between scientific theories and 
scientific measurement is therefore rarely traced backward, specifying constructs 
entirely in terms of what can be assessed at the operational level. Still, it is clearly 
possible for scientific data to be gathered in service of theories that are wrong or ill- 
conceived, and in some cases new theoretical constructs may be needed in order to 
account for the empirical data. The relation between the two therefore should prob- 
ably be conceived of as reciprocal (as depicted in Figure 1.2). 

It is also important to realize that given a particular indicator, there may be 
multiple measures that can be used to assess variation in the indicator. It is crucial 
in the present context that a distinction be maintained between the idea of multiple 
indicators and that of multiple measures, as they refer to very different things. In 
the example of the indicator, “level of education,” measures may include such things 
as questions focusing on the number of years of schooling completed, or levels of 
certification, or even a test of knowledge gained from school. All such things may be 
legitimate measures of education, even though they may assess ostensibly different 
things, and it may often be the case that one is more appropriate in a given cultural 
context than another. The point is that within the survey context a “measure” relies 
on a question or a set of questions that provide the information needed to construct 
the indicator, and therefore “multiple” measures involve multiple replications of the 
measure of a given indicator. 
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On a practical level, once concepts and indicators are defined and agreed on, 
measurement is possible only if we can assume some type of equivalence across 
units of observation, e.g., respondents or households. As Abraham Kaplan (1964) 
has pointed out, the essence of measurement at an operational level lies in the prin- 
ciple of standardization, that is, the principle that units of magnitude have constancy 
across time and place. This, of course, implies that a regularity or stability of mea- 
sures is required in order for there to be valid comparisons made across units of 
observation. The equivalence of some units of measurement may seem natural, as in 
the physical sciences-measures such as weight, mass, distance, or time-but in the 
social sciences most metrics are completely arbitrary, and standardization is often 
more an objective than a reality. However, without the ability or willingness to make 
such strong assumptions about standardization of measurement, the comparative 
usefulness of the information collected in surveys may be in doubt. 

Efforts to measure using the survey method involve a two-way process of com- 
munication that first conveys what information is needed from the respondent to 
satisfy the objectives of the research and second the transmission of that informa- 
tion back to the researcher, usually, but not exclusively, via interviewers. The central 
focus of measurement in surveys, then, involves not only the specification of a nomo- 
logical network of concepts and their linkage to “observables,” but also a focus on 
the processes of gathering information on “measures.” 

A concern with the existence and consequences of errors made in this “two step” 
process motivates their consideration, and hence such consideration can play a role 
in reducing errors and better understanding the answers to survey questions. This 
chapter and subsequent ones focus specifically on the conceptualization and estima- 
tion of the nature and extent of measurement error in surveys and establish the ratio- 
nale for the consideration of measurement errors when designing survey research. 
The diagram in Figure 1.2 specifies three types of measurement errors-constant 
errors, random errors, and systematic errors-that are of concern to researchers 
who have studied response errors in surveys. This and subsequent chapters will pro- 
vide a more complete understanding of both the nature and sources of these types 
of error. We begin with a discussion of the standards used in the evaluation of the 
quality of survey measurement. 

1.4 STANDARDS OF MEASUREMENT 

Writing on “scales of measurement,” Otis Dudley Duncan (1984a, p. 119) observed: 
“measurement is one of many human achievements and practices that grew up and 
came to be taken for granted before anyone thought to ask how and why they work.” 
Thus, we argue that one of the biggest challenges for survey research is to figure out 
“how and why” survey measurement works, but also to assess when it does not work. 
One of the greatest potential impediments to the meaningful analysis of survey data 
is the existence of imperfect measurement; imperfect either in providing a valid cor- 
respondence of indicators to the target conceptis) of interest, or in producing reliable 
measures of those indicators. 
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In order to measure a given quantity of interest, it is necessary to (1) specify 
certain rules of correspondence between concepts and indicators, ( 2 )  establish the 
nature of the dimensionality inherent in the phenomenon, (3) choose a particular 
metric in which to express variation in the dimension or dimensions of the concept 
being measured, and (4) specify the necessary operational procedures for gathering 
information that will reveal the nature of differences in the phenomenon. As noted 
earlier, the term “measurement” implies equivalence. In The conduct of inquiry, 
Abraham Kaplan (1964, pp. 173-174) observed: “Measurement, in a word is a device 
for standardization, by which we are assured of the equivalences among objects of 
diverse origin. This is the sense that is uppermost in using phrases like ‘a measure of 
grain’: measurement allows us to know what quantity we are getting, and to get and 
give just what is called for.” Equivalence, then, across all of the elements mentioned 
above, is the key to measurement. It should come as no surprise, then, that one of the 
major criticisms of quantitative approaches is the comparability of units and there- 
fore of responses across respondents. 

In this and subsequent chapters I discuss the issue of obtaining useful informa- 
tion in surveys and the problem of assessing the extent of measurement error and 
the factors that contribute to such errors. As I point out in the next chapter, errors of 
measurement can intrude at many different points in the gathering of survey data, 
from the initial comprehension of the question by the respondent, to the cognitive 
processing necessary to access the requested information, through to the production 
of a response. Clearly, the magnitude of such errors qualify the meaning one can 
attach to the data, and ultimately the confidence we place in survey research strate- 
gies depends intimately on the extent of measurement errors in the data. 

1.5 RELIABILITY OF MEASUREMENT 

Let us return to the above definition of measurement error as the difference between 
the recorded or observed value and the true value of the variable (see Groves, 1989, 
1991). There have been two basic approaches to minimizing this type of error. The 
first is to emphasize the reduction of errors in the collection of survey data through 
improved techniques of questionnaire design, interviewer training and survey imple- 
mentation. The second is to accept the fact that measurement errors are bound to 
occur, even after doing everything that is in one’s power to minimize them, and to 
model the behavior of errors using statistical designs. The tradition in psychology 
of “correcting for attenuation” is an example of an approach that adjusts sample 
estimates of correlations based on available information about the reliabilities of the 
variables involved (Lord and Novick, 1968). More recently, structural equation mod- 
els (or LISREL-type models) used to model response errors in surveys are another 
example of such an approach (see Alwin and Jackson, 1979; Bollen, 1989). 

Earlier we noted that sometimes the term reliability is used very generally to refer 
to the overall stability or dependability of research results, including the absence of 
population specification errors, sampling error, nonresponse bias, as well as various 
forms of measurement errors. Here (and throughout the remainder of this book) we 
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use the term in its more narrow psychometric meaning, focusing specifically on the 
absence of measurement errors. Even then, there are at least two different concep- 
tions of error-random and nonrandom (or systematic) errors of measurement-that 
have consequences for research findings. Within the psychometric tradition the con- 
cept of reliability refers to the absence of random error. This conceptualization of 
error may be far too narrow for many research purposes, where reliability is better 
understood as the more general absence of measurement error. However, it is pos- 
sible to address the question of reliability separately from the more general issue of 
measurement error and in subsequent chapters I point out the relationship between 
random and nonrandom components of error. 

Traditionally, most attention to reliability in survey research is devoted to item 
analysis and scale construction [e.g., calculation of Cronbach’s (1951) alpha (a)] ,  
although including multiple indicators using SEM models or related approaches is 
increasingly common (Bollen, 1989). While these procedures are invaluable and 
likely to reduce the impact of measurement errors on substantive inferences, they have 
not informed survey researchers of the nature and sources of the errors of concern. 
Further, these approaches generally cannot address questions of reliability of survey 
questions because they focus on composite scales or on common factor models of mul- 
tiple indicators (rather than multiple measures). It is well known that quantities like 
Cronbach’s a depend on factors other than the reliabilities of the component items. 

While some attention has been given to this issue, we still know very little about 
patterns of reliability for most types of survey measures. Increasing information on 
survey data reliability may improve survey data collection and its analysis, and esti- 
mates of the reliability of survey measures can help researchers adjust their models. 
There is a large body of literature in statistics that deals with the problems of concep- 
tualizing and estimating measurement errors (e.g., Biemer and Stokes,l991; Groves, 
1991; Lyberg et al., 1997). Until fairly recently, however, little attention was paid 
to obtaining empirical estimates of measurement error structures (see, e.g., Alwin 
and Jackson, 1979; Alwin, 1989, 1992, 1997; Alwin and Krosnick, 1991b; Andrews, 
1984; Bielby and Hauser, 1977; Bielby et al., 1977a, 1977b; Bound et al., 1990; Dun- 
can et al., 1985; McClendon and Alwin, 1993; Rodgers, Andrews, and Herzog, 1992; 
Saris and Andrews, 1991; Saris and van Meurs, 1990; Scherpenzeel, 1995; Scher- 
penzeel and Saris, 1997). 

1.6 THE NEED FOR FURTHER RESEARCH 

Despite increasing attention to problems of measurement error in survey design and 
analysis, there are three basic problems that need to be addressed: (1) the lack of 
attention to measurement error in developing statistical modeling strategies, (2) the 
relative absence of good estimates of reliability to adjust for measurement error, and 
(3) the lack of information about how measurement error varies across subgroups of 
the population, for example, by age and levels of education. On the first point, many 
multivariate analysis techniques common in analysis of survey data-e.g., hierarchi- 
cal linear models (HLM) and event history models (EHM)-have ignored explicit 
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consideration of problems of measurement error. On the whole these approaches have 
not incorporated psychometric adjustments to the model (see, e.g., Bryk and Rauden- 
bush, 1992; Tuma and Hannan, 1984; Petersen, 1993). Of course, there are exceptions 
in the area of event history models (e.g., Holt, McDonald and Skinner, 1991) and 
multilevel models (e.g., Goldstein, 1995). In fact, Goldstein devotes an entire chapter 
to applying estimates of reliability to multilevel models. It is important to note that 
rather than being a product of the HLM modeling strategy, reliability information is 
assumed to exist. Goldstein (1995, p. 142) states that in order for such models to adjust 
for measurement error, one must “assume that the variances and covariances of the 
measurement errors are known, or rather that suitable estimates exist.” 

By contrast, within the structural equation models (SEM) tradition, there has 
ostensibly been considerable attention to the operation of measurement errors. It is 
often stated that LISREL models involving multiple indicators “correct for measure- 
ment error.” There are some ways in which this is true, for example, when analysts 
employ “multiple measures” (the same measure repeated either in the same survey 
or in repeated surveys) (e.g. Bielby, Hauser and Featherman, 1977a, 1977b; Bielby 
and Hauser, 1977; Hauser, Tsai, and Sewell, 1983; Alwin and Thornton, 1984). The 
same conclusion does not generalize to the case where “multiple indicators” (within 
the same domain, but not identical measures) are employed. There is, unfortunately, 
considerable confusion on this issue (see Bollen, 1989), and in subsequent chapters 
(see especially Chapter 3) I develop a clarification of the critical differences between 
“multiple measures” and “multiple indicators” approaches and their differential suit- 
ability for the estimation of reliability. 

With regard to the absence of reliability estimates, current information is mea- 
ger and unsystematic, and there are several problems associated with obtaining 
worthwhile estimates of measurement quality. Empirical research has not kept pace 
with the theoretical development of statistical models for measurement error, and 
so, while there are isolated studies of the behavior of measurement error, there has 
been no widespread adoption of a strategy to develop a database of reliability esti- 
mates. On the basis of what we know, we must conclude that regardless of how valid 
the indicators we use and no matter how rigorously the data are collected, survey 
responses are to some extent unreliable. More information needs to be collected on 
the relative accuracy of survey data of a wide variety of types (e.g., facts, attitudes, 
beliefs, self-appraisals) as well as potential sources of measurement error, includ- 
ing both respondent characteristics (e.g., age, education) and formal attributes of 
quest ions . 

1.7 THE PLAN OF THIS BOOK 

In this chapter I have stressed the fact that whenever measures of indicators are 
obtained, errors of measurement are inevitable. I have argued that one of the most 
basic issues for consideration in survey research is that of measurement error. This 
is of critical importance because measurement requires the clear specification of 
relations between theoretical constructs and observable indicators, as well as the 
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specification of relations between observable indicators and potential measures. In 
the next chapter I “deconstruct” the data gathering process into its components in 
order to recognize the considerable potential for measurement error at each step in 
the reporting process. That chapter and subsequent ones focus specifically on the 
conceptualization and estimation of the nature and extent of measurement error in 
surveys and establish the rationale for the consideration of potential measurement 
errors when designing and conducting survey research. 

There are several reasons to be concerned with the existence and consequences 
of errors made in survey measurement. First and foremost, an awareness of the pro- 
cesses that generate measurement error can potentially help us understand the nature 
of survey results. One of the presumptive alternative interpretations for any research 
result is always that there are methodological errors in the collection of data, and 
thus, it is important to rule out such methodological artifacts as explanatory variables 
whenever one entertains inferences about differences in patterns and processes. Sec- 
ond, with knowledge of the nature and extent of measurement errors, it is possible 
in theory to get them under better control. Awareness of the six major elements of 
the response process discussed in Chapter 2-question adequacy, comprehension, 
accessibility, retrieval, motivation, and communication-is important for researchers 
to understand in order to reduce errors at the point where they are likely to occur. In 
addition, with appropriate measurement designs, it is possible to isolate some types 
of errors statistically and therefore control for them in the analysis of data. 

In the subsequent chapters I argue that the consideration of the presence and 
extent of measurement errors in survey data will ultimately lead to improvement 
in the overall collection and analysis of survey data. One of the main purposes of 
studies of measurement errors is to be able to identify, for example, which types of 
questions and which types of interviewer practices produce the most valid and reli- 
able data. In the following I consider ways in which the extent of measurement errors 
can be detected and estimated in research in order to better understand their conse- 
quences. The major vehicle for achieving these purposes involves the presentation 
of results from an extensive National Science Foundation and National Institute of 
Aging-supported study of nearly 500 survey measures obtained in surveys conducted 
at the University of Michigan over the past several years. Assembling information on 
reliability from these data sources can help improve knowledge about the strengths 
and weaknesses of survey data. It is expected that the results of this research will be 
relevant to the general task of uncovering the sources of measurement error in sur- 
veys and the improvement of methods of survey data collection through the applica- 
tion of this knowledge. 

The research addresses the following sets of questions: 

How reliable are standard types of survey measures in general use by the 
research community? 
Does reliability of measurement depend on the nature of the content being 
measured? Specifically, is factual information gathered more precisely than 
attitudinal and/or other subjective data? Also, do types of nonfactual questions 
(attitudes, beliefs and self-assessments) differ in reliability? 



1.7 THE PLAN OF THIS BOOK 13 

Does reliability of measurement vary as a function of the source of the infor- 
mation? In the case of factual data, are proxy reports as reliable as self-reports? 
How reliable are interviewer observations? 
Is reliability of measurement affected by the context in which the questions are 
framed? Specifically, does the location of the question in the questionnaire, 
or the use of series or batteries of questions produce detectable differences in 
levels of measurement error? 
Do the formal properties of survey questions affect the quality of data that 
results from their use? For example, in attitude measurement, how is reliability 
affected by the form of the question, the length of the question, the number of 
response categories, the extent of verbal labeling, and other properties of the 
response format? 
Are measurement errors linked to attributes of the respondent population? 
Specifically, how are education and age related to reliability of measurement? 

The present research investigates these questions within the framework of a set of 
working hypotheses derived from theory and research experience on the sources of 
measurement errors. Simply put, the analysis will focus on explaining variation in 
reliability due to these several factors. 

While a major purpose of this book is to present the empirical results of this 
study, the goals of this project are more general. In addition to presenting the results 
of this study, we also review the major approaches to estimating measurement reli- 
ability using survey data and offer a critique of those approaches. In Chapter 3 I 
focus mainly on how repeated measures are used in social research to estimate the 
reliability of measurement for continuous latent variables. This chapter includes a 
rigorous definition of the basic concepts and major results involved in classical reli- 
ability theory, the major research designs for reliability estimation, methods of inter- 
nal consistency reliability estimation for linear composites, and recently developed 
methods for estimating the reliability of single variables or items, including a brief 
discussion of reliability estimation where the latent variables are latent classes. 

This discussion ends with a critique of the standard methods of reliability esti- 
mation in common use in survey research-internal consistency estimates-and 
argues that for purposes of improving survey measurement a focus on the reliability 
of single measures is necessary. In keeping with this critique, I then review several 
important developments for the examination of the reliability of single measures: 
the use of confirmatory factor analysis for the analysis of response errors, includ- 
ing the use of similar methods involving the multitrait-multimethod measurement 
design, reviewed in Chapter 4, and quasi-simplex models for longitudinal measure- 
ment designs, covered in Chapter 5. 

Chapter 6 presents the methods used in the present study, including a description 
of the samples, available measures, statistical designs for reliability estimation, and 
the problem of attrition in longitudinal designs. The main empirical contribution of 
this research involves the results of a project whose aim was to assemble a database 
for survey questions, consisting of question-level information on reliability and ques- 
tion characteristics for nearly 500 variables from large-scale longitudinal surveys of 



14 MARGINS OF ERROR 

national populations in the United States. The objective was to assemble information 
on measurement reliability from several representative longitudinal surveys, not only 
as an innovative effort to improve knowledge about the strengths and weaknesses of 
particular forms of survey measurement but also to lay the groundwork for develop- 
ing a large-scale database on survey measurement reliability that can address basic 
issues of data quality in the social, economic, and behavioral sciences. This chapter 
presents these methods in four parts: (1) I describe the longitudinal data sets selected 
for inclusion in the present analysis, (2) I summarize the measures available in these 
studies and the conceptual domains represented, (3) I discuss the variety of statisti- 
cal estimation strategies available for application here, and (4) the problem of panel 
attrition and its consequences for reliability estimation are addressed. 

Using these data, there are three main empirical chapters devoted to the analysis 
of the contributions of various features of survey questions and questionnaires to 
levels of measurement unreliability, organized primarily around the topics of ques- 
tion content, question context, and the formal properties of questions. Chapter 7 
discusses the potential effects of topic and source of survey reports on the reliability 
of measurement and presents results relevant to these issues. Chapter 8 discusses the 
architecture of survey questionnaires and the impact of several pertinent features 
of questionnaire organization on the reliability of measurement. Chapter 9 presents 
the basic empirical findings regarding the role of question characteristics in the reli- 
ability of measurement. 

Assembling information on measurement reliability from these panel surveys 
will not only improve knowledge about strengths and weaknesses of particular 
forms of survey measurement but also lay the groundwork for developing a large- 
scale database on survey measurement reliability that can address basic issues of 
data quality across subgroups of the population. Chapter 10 presents data on the 
relationship of respondent characteristics-education and age-to the reliability of 
measurement. I partition the data by these factors and present reliability estimates 
for these groups. The most serious challenge to obtaining reasonable estimates of 
age differences in reporting reliability is the confounding of age with cohort factors 
in survey data. If cohort experiences were not important for the development of cog- 
nitive functioning, there would be no reason for concern. However, there are clear 
differences among age groups in aspects of experience that are relevant for survey 
response. Specifically, several studies report that educational attainment is positively 
related to memory performance and reliability of measurement. Since age groups 
differ systematically in their amount of schooling attained, cohort factors may con- 
tribute spuriously to the empirical relationship between age and measurement errors. 
In Chapter 11 I introduce several approaches to the study of reliability of measures 
of categorical latent variables. Finally, I wrap up the presentation of the results of 
this project by reviewing several topics where future research can profitably focus 
attention, turning in Chapter 12 to some neglected matters. There I also sketch out 
some avenues for future research on measurement errors in surveys. 



C H A P T E R  T W O  

Sources of Survey Measurement Error 

Get your facts first, and then you can distort them as much as you please. 
Mark Twain, quoted by Rudyard Kipling in 
From sea to sea and other sketches (1899) 

Reliability of survey measurement has to do with the quality of the information 
gathered in responses to survey questions. As I clarify in the next chapter, reliability 
is conceptualized in terms of the “consistency” or “repeatability” of measurement. 
If one could erase the respondent’s memory and instantaneously repeat a partic- 
ular question, a reliable measure would be one that produced the same response 
upon repeated measurement. There are a number of different types of measurement 
error-the principal ones of which are “random” and “systematic” errors-and each 
has a special relation to reliability of measurement. The problem in quantifying the 
nature of measurement error in surveys is that errors result from processes that are 
unobserved, and rarely can one directly assess the errors that occur in our data. We 
are, thus, forced by the nature of these circumstances to construct “models” of how 
measurement errors happen and then evaluate these models with respect to their 
ability to represent the patterns that we observe empirically. These models permit 
us to obtain “estimates” of reliability of measurement, which under optimal circum- 
stances can help us understand the nature of measurement errors. The next chap- 
ter (Chapter 3) focuses on understanding how we can estimate reliability of survey 
measurement. In subsequent chapters I discuss the key strategies that can be used to 
produce estimates that are interpretable. 

There are a number of misconceptions about the reliability of measurement and 
its utility in evaluating the quality of survey measurement. One argument that is 
sometimes advanced among survey methodologists is that “consistency of measure- 
ment” is of little concern, since what we desire are indications of the “validity of 
measurement.” After absorbing the material in Chapter 3 and in subsequent chapters, 
one will hopefully be able to integrate the concept of reliability with other aspects 
of survey quality. On the basis of this understanding of the relationship between the 
concepts of reliability and validity, one will be able to see the truth to the claim that 
reliability is a necessary condition for validity of measurement and for scientific 
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inference of any type. Reliability is not a sufficient condition for validity, but it is 
necessary, and without reliable measurement, there can be no hope of developing sci- 
entific knowledge. The obverse of this logic is that if our measures are unreliable they 
are of little use to us in detecting patterns and relationships among variables of interest. 
Reliability of measurement is therefore a sine qua non of any empirical science. 

The researcher interested in understanding the reliability of measurement needs 
to have three things in order to make progress toward this goal. The first is a model 
that specifies the linkage between true and observed variables. As we noted in the 
previous chapter, survey methodologists define measurement error as error that 
occurs when the recorded or observed value is different from the true value of the 
variable (Groves, 1989). An inescapable counterpart to defining measurement error 
in this way is that it implies that a definition of “true value” exists. This does not 
mean that a true value is assumed to exist, only that the model defining “mea- 
surement error” also provides a definition of “true value.” Also, as we pointed out 
above, the material we cover in Chapter 3 provides such a set of definitions and a 
specification of the linkage between true variables, observed variables and measure- 
ment errors. The second requirement for estimating reliability of measurement is a 
statistical research design that permits the estimation of the parameters of such a 
“measurement model,” which allows an interpretation of the parameters involved 
that is consistent with the concept of reliability. Chapters 4 and 5 provide an intro- 
duction to two strategies for developing research designs that permit the estimation 
of measurement reliability for survey questions-cross-sectional designs involv- 
ing the multitrait-multimethod (MTMM) approach and the quasi-simplex approach 
using repeated measures in longitudinal designs. Finally, researchers interested in 
estimating the reliability of measurement in survey data need to have access to data 
gathered within the framework of such research designs for  populations of inter- 
est, and the empirical study reported in this book (see Chapters 6-10) illustrates 
how this can be done. Ultimately, as shown in Chapter 3, reliability is a property of 
specific populations, and while we tend to think about measurement quality and its 
components (reliability and validity) to be aspects of our measuring instruments, in 
reality they are population parameters. Although we estimate models for observed 
variables defined for individuals, we cannot estimate the errors produced by indi- 
viduals-only the attributes of these processes in the aggregate. Still, understand- 
ing what these population estimates mean requires us to understand the processes 
that generate measurement errors (see O’Muircheartaigh, 1997; Schaeffer, 1991b; 
Tourangeau, Rips and Rasinski, 2000), and in order to lay the groundwork for think- 
ing about measurement errors and eventually formulating models that depict the 
nature of these errors, in this chapter we discuss the sources of survey measurement 
errors. 

2.1 THE UBIQUITY OF MEASUREMENT ERRORS 

Because of their inherently unobserved nature, one normally does not recognize 
measurement errors when they occur. If we were able to identify errors at the time 
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they occur and correct them, this would be a wonderful state of affairs, but that is 
extremely rare. In contrast, measurement errors typically occur unbeknownst to the 
investigator. For the most part, they result from inadvertent and unintentional human 
actions, over which we do not necessarily have control-that is, at least within the 
limits of our best practices as survey researchers. Some respondents or informants 
obviously do intentionally mislead and knowingly fabricate the information they 
provide, but such phenomena probably represent a very small percentage of the mea- 
surement errors of concern here. Even where respondents are “not telling the truth,” 
they may, in fact, be unaware that they are doing so. 

Some examples of what we mean by such measurement errors may be useful. 
One of the most common sources of error results from the fact that respondents do 
not understand the question or find the question ambiguous, and are unwilling to 
come to terms with their lack of comprehension. In our subsequent discussion we 
put a great deal of emphasis on the importance of writing survey questions that are 
simple and clear so that they are comprehensible to the respondent. Still, many errors 
occur because the information sought by the question is unclear to the respondent 
and s/he either perceives (and then answers) a different question or simply guesses 
about what the interviewer wants to know. Because of the pressures of social confor- 
mity respondents are often motivated to present themselves as knowledgeable, even 
when they are not, and this may vary by culture. Furthermore, survey researchers 
often discourage respondents from saying “Don’t Know.” Converse (1976-77) sug- 
gested that when respondents say they “Don’t Know,” this tends to be a function of 
a lack of information rather than ambivalence or indifference. If respondents do not 
have the information requested but feel pressure to provide a response, then guessing 
or fabricating a response will most likely produce an error. This violates the assump- 
tion often made in survey research that respondents know the answer to the question 
and are able to report it. 

One famous example of how respondents are often willing to answer questions 
they do not understand or know little about is provided by Schuman and Presser 
(1981, pp. 148-149). In an unfiltered form of the question, they asked if respon- 
dents favored or opposed the Agricultural Trade Act of 1978 (a fictitious piece of 
legislation), and some 30.8% of the sample had an opinion about this. In a separate 
ballot they found that only 10% stated an opinion, when they explicitly offered a 
Don’t Know alternative. It is an interesting question whether this tendency to appear 
knowledgeable varies by country or cultural context. 

Another example of the occurrence of measurement error involves retrospective 
reporting where the assumption that people have access to distant events is not met. 
There are few surveys that do not ask respondents something about the past, and per- 
haps most typically about their own lives, but sometimes the gathering of such infor- 
mation can be alarmingly imprecise (Schwarz and Sudman, 1994). Among other 
things, researchers routinely question people concerning their social background or 
early life history, that is, what were some of the characteristics of their family of ori- 
gin (e.g., father’s and mother’s occupations, educational levels, native origins, mari- 
tal status). There are several existing tales of imperfection in the measurement of 
father’s occupation, for example, a variable that is crucial to sociological studies of 
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social mobility. Blau and Duncan (1967, pp. 14-15) present a somewhat disturbing case. 
In brief, in a small sample of men for whom they had both census records and survey 
data, when they compared the child’s report of the father’s occupation with matched 
census records, they found only 70% agreement (out of 173 cases). They report: 

Although 30 percent disagreement may appear high, this figure must be 
interpreted in light of two facts. First, the date of the census and the date at 
which the respondent attained age 16 could differ by as much as five years; 
many fathers may actually have changed occupations between the two dates. 
Second, reinterview studies of the reliability of reports on occupation may 
find disagreements on the order of 17 to 22 percent . . . even though the infor- 
mation is current, not retrospective. 

The Blau and Duncan (1967) testimony on this point is hardly reassuring. They are 
claiming that the retrospective measurement of father’s occupation in the United 
States Census is not so much worse than contemporaneous self-reports, which may 
be pretty poor. On the face of it, this seems highly surprising if retrospective reports 
of parental occupation are as reliable as self-reports, yet the conclusion has been 
borne out in more recent research reported by Bielby, Hauser, and Featherman 
(1977a, 1977b) and Hauser, Tsai, and Sewell (1983). A further interesting claim of 
the Blau and Duncan (1967) report is that recall actually seems to improve with the 
lapse of time. They report that older men were more likely than younger men to 
report their father’s occupation reliably. This claim, however, should not be pushed 
too far. It is one thing to suggest that people could accurately recall dates and dura- 
tions of events and transitions over the life course; it is another to suggest that reli- 
ability may increase with age (see Chapter 10). 

In other cases researchers are also sometimes interested in people’s perceptions 
of past events and social changes. In the latter type of study there is no way to mea- 
sure the veridicality of perceptions, unless these reports can be validated by exist- 
ing data, and it is often found that perceptions of past events are biased (see Alwin, 
Cohen and Newcomb, 1991). In many cases, it would be a mistake to assume that 
human memory can access past events and occurrences, and in general, the longer 
the recall period, the less reliable are retrospections (Dex, 1991). In addition, several 
factors affect people’s abilities to recall the timing of past events. For example, one 
phenomenon known to exist in retrospective reports is telescoping, reporting events 
as happening more recently than they actually did. Also, more recent experiences 
may bias people’s recollections about their earlier lives, making it difficult, if not 
impossible, to be certain about their validity. 

We often assume that respondents have relatively easy access and can retrieve 
relatively recent factual material in their own lives. Since most people are employed 
and in the labor force, we might often assume that they can easily report informa- 
tion regarding their employment and pay. This may not always be the case. Bound, 
Brown, Duncan, and Rodgers (1990) compared company records on employment 
and earnings data from a single large manufacturing firm with several thousand 
employees to responses of a sample of those employees interviewed by telephone. 
They found that if the questions involve an annual reporting cycle, the measurement 
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of earnings can be quite good, although not perfect. They find a correlation of .81 
between (the log of) the company record of earnings for the previous calendar year 
and (the log of) the respondent report of their earnings for that year. Even though 
survey researchers often assume that self reports of “factual” information can be 
measured quite well, the fact is that even such “hard” variables as income and earn- 
ings are not perfectly measured. In this case only two-thirds of the response variance 
in the survey reports reflects valid variance. Other measures that Bound et al. (1990) 
examined performed even less well. The correlation between records and survey 
reports for the pay period immediately preceding the interviews was .46. Similarly 
a third measure of self-reported earnings from the interview, “usual earnings,” cor- 
related .46 with the average value in the records for the preceding 12 weeks. Survey 
reports of hours worked per week correlated in the range of .60 to .64 with the 
corresponding records information. Reports of hourly wages correlated even less 
with company records-for the most recent pay period the correlation of the survey 
measure of hourly earnings with the records measure is .35, which means that only 
about 10 percent of the variance is valid variance. 

We may assume that some difficulties of measurement are universal in the sense 
that they represent problems that must be surmounted in all surveys, i.e., peoples’ 
memories are poor regardless of time and place. Although one would expect to be 
able to obtain a higher degree of accuracy in the measurement of such things as recent 
employment and earnings information, some phenomena are clearly not amenable to 
valid and reliable retrospective measurement. For example, Kessler, Mroczek, and 
Belli (1994) suggested in their assessment of retrospective measurement of childhood 
psychopathology that while it might be possible to obtain some long-term memories 
of salient aspects of childhood psychiatric disorders many childhood memories are 
lost due to either their lower salience or active processes of repression. 

Another one of the assumptions listed in the foregoing that seems to be repeat- 
edly violated in survey practice is that the respondent is willing to put forth the effort 
that is needed to provide accurate information to the researcher. There is a clear 
recognition in the survey methodology literature that an important component in 
generating maximally valid data is the fostering of a commitment on the part of the 
respondent to report information as accurately as possible (see Cannell, Miller, and 
Oksenberg, 1981). It is also clear from discussions of respondent burden that high 
cognitive and motivational demands placed on respondents may result in a reduc- 
tion in the quality of data. The potential usefulness of these developments can be 
seen from Krosnick and Alwin’s (1989) review of possible applications of the idea 
that respondents maximize their utilities [see Esser (1986); also see the discussion 
below]. One way of phrasing the issue relies on Herbert Simon’s (1957; Simon and 
Stedry, 1968) concepts of satisficing and optimizing behavior. The term “satisfic- 
ing” refers to expenditures of the minimum amount of effort necessary to generate a 
satisfactory response to a survey question, in contrast to expenditures of a great deal 
of effort to generate a maximally valid response, or “optimizing” (see Tourangeau, 
1984; Krosnick and Alwin, 1988, 1989; Alwin, 1991). We suggest that satisficing 
seems to be the most likely to occur when the costs of optimizing are high, which is a 
function of three general factors: the inherent difficulty of the task, the respondent’s 
capacities or abilities to perform the task, and the respondent’s motivation to perform 
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the task. There is plenty of evidence in the survey methods literature that provides 
a basis for a “satisficing” interpretation of measurement errors: random respond- 
ing (Converse, 1964, 1970, 1974), the effects of Don’t Know filters (Schuman and 
Presser, 1981; McClendon and Alwin, 1993), the effects of offering middle alter- 
natives (Schuman and Presser, 1981), response order effects (Krosnick and Alwin, 
1987), acquiescence response bias (McClendon, 1991), and nondifferentiation in the 
use of rating scales (Krosnick and Alwin, 1988). The conditions under which this 
wide array of well-documented response errors are precisely those that are known to 
foster satisficing (Krosnick and Alwin, 1989; Krosnick, 1999). 

To take one further example of areas in which one can expect measurement errors 
to occur, consider the reporting of socially undesirable or embarassing events. There 
has been considerable focus in the survey methods literature on underreporting prob- 
lems with deviant and socially undesirable behavior (Bradburn, Rips, and Shevell, 
1987; Cannell, Miller and Oksenberg, 1981). Also, on the flip side is the problem of 
socially desirable behaviors, e.g., church attendance in the United States or voting in 
national elections which tend to be over reported (see Hadaway, Marler, and Chaves, 
1993; Traugott and Katosh. 1979, 1981; Presser, 1990; Presser and Traugott, 1992). 
Clearly what is socially desirable or undesirable in one segment of the population is 
not necessarily so in another, so a systematic understanding of this set of issues is 
necessary within the framework of a consideration of measurement errors. 

All of these examples are instances in which there is a difference between the 
quantity or quality recorded or observed and the true value of the variable. Obvi- 
ously, in order to address problems of measurement error it is important to under- 
stand what is meant by the concept of the “true” value, since error is defined in 
relation to it. Approaches to dealing with measurement error differ in how to con- 
ceptualize the “true” value (see Groves, 1989, 1991). To simplify matters, there are 
at least two different conceptions of error, based on two different conceptions of true 
score. “Platonic” true scores are those for which there is some notion of “truth” as is 
usually assumed in record-check studies (see Marquis and Marquis, 1977). Studies, 
for example, that compare voting records with self-reports of voting (Presser and 
Traugott, 1992) or those that compare actual patterns of religious behavior compared 
with self-reports (Hadaway et al., 1993) are implicitly using aplatonic notion of true 
scores, i.e., that there is some “truth” out there that is to be discovered. This defini- 
tion, however, is not generally useful because most variables we wish to measure in 
surveys have no “true” source against which to measure the accuracy of the survey 
report. “Psychometric” true scores, on the other hand, are defined in statistical terms 
as the expected value of a hypothetical infinite set of observations for afixedperson 
(see Lord and Novick, 1968). We return to a discussion of these matters in the fol- 
lowing chapters dealing with the estimation of components of measurement error. 

2.2 SOURCES OF MEASUREMENT ERROR IN SURVEY REPORTS 

The claim that there are errors in survey reports suggests that something happens dur- 
ing the process of gathering data that creates this disparity between the “observed” 
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value and the “true” value. We can perhaps begin to understand the potential errors 
in survey measurement if we make explicit the assumptions that are often made in 
the collection of survey data. These are essentially as follows: (I)  that the question 
asked is an appropriate and relevant one, which has an answer; (2) that the question 
is posed in such a way that the respondent or informant understands the informa- 
tion requested; (3) that the respondent or informant has access to the information 
requested; (4) that the respondent or informant can retrieve the information from 
memory; (5) that respondents are motivated to make the effort to provide an accurate 
account of the information retrieved; and (6) that they can communicate this infor- 
mation into the response framework provided by the survey question. Obviously, it 
would be naive to assume that these assumptions are met in every case, and so to 
acknowledge the possibility that they are not opens the door to the conclusion that 
measurement errors may occur in the gathering of survey data. 

As noted earlier, there are two fundamental strategies to dealing with measure- 
ment errors in surveys. The first is to concentrate on the aspects of the information- 
gathering process that contribute to errors and reduce them through improved data 
collection methods. The second is to accept the fact that measurement errors are 
bound to occur, even after doing everything that is in ones power to minimize them, 
and to model the behavior of errors using statistical designs. We return to the latter 
topic in a subsequent chapter. Here we focus on ways in which survey measurement 
errors can be reduced by knowing about when and how they tend to occur. 

Regardless of whether one’s focus is on the reduction of errors during the col- 
lection of survey data or on the modeling of errors once they have occurred, there 
is a common interest between these emphases in developing an accurate picture 
of the response process and the factors that impinge on the collection of accurate 
information in the survey interview. Responses to survey questions are affected 
by a number of factors that produce the types of errors of measurement discussed 
above. It is generally agreed that key sources of measurement errors are linked to 
aspects of survey questions, the cognitive processes of information processing and 
retrieval, the motivational context of the setting that produces the information, and 
the response framework in which the information is then transmitted (see Alwin, 
1989, 1991; Alwin and Krosnick, 1991b; Bradburn and Danis, 1984; Cannell, et al., 
1981; Hippler, Schwarz and Sudman, 1987; Knauper, Belli, Hill, and Herzog, 1997; 
Krosnick, 1999; Schwarz, 1999a, 1999b; Schwarz and Sudman, 1994; Sirken, Herr- 
mann, Schechter, Schwarz, Tanur, and Tourangeau, 1999; Strack and Martin, 1987; 
Tourangeau, 1984, 1987, 1999; Tourangeau and Rasinski, 1988). 

A classic treatment of this issue by Oksenberg and Cannell (1977), for example, 
examines the logical flow of steps by which the individual respondent processes 
the information requested by a question. Their work has influenced the following 
discussion, and for our purposes there are essentially six critical elements of the 
response process that directly impinge on the reliability and validity of survey mea- 
surement to which we devote attention in this section (see Table 2.1). All of these 
factors play a role in affecting the quality of survey data, whether the question seeks 
information of a factual nature, or whether it asks for reports of subjective states, 
such as beliefs and attitudes, but they are perhaps especially problematic in the 



22 MARGINS OF ERROR 

Table 2.1. Six critical elements in the response process 

1. Question validity: the adequacy of the question in measuring the phenomenon of interest 

2. Comprehension: the respondent’s understanding or comprehension of the question and 
the information it requests 

3. Accessibility: the respondent’s access to the information requested (e.g., do they have 
an opinion?) 

4. Retrieval: the respondent’s capacities for developing a response on the basis of the 
information at hand, say, from internal cognitive and affective cues regarding hidher 
attitude or level of approval 

5.  Motivation: the respondent’s willingness to provide an accurate response 

6. Communication: the respondent’s translation of that response into the response catego- 
ries provided by the survey question 

measurement of subjective phenomena such as attitudes, beliefs, and self-perceptions. 
It is particularly important to “deconstruct” the process of questioning respondents 
and recording their answers within a temporal framework such as this in order to be 
able to identify sources of survey error. 

2.2.1 Validity of the Question 

The concept of measurement validity in its most general sense refers to the extent 
to which the measurement accomplishes the purpose for which it is intended. This 
set of considerations, thus, expresses a concern with the linkage between concepts 
and their indicators. For example, according to the Standards for  educational and 
psychological testing (APA, 2000), we can usefully distinguish among three types 
of validity in this sense-content, criterion-related, and construct validity. Content 
validity refers to the extent to which a well-specified conceptual domain has been 
represented by available or selected measures. Too often, survey researchers do not 
really know what they want to measure, and they therefore beg the question of rnea- 
surement validity from the outset. This is often seen in the way they select questions 
for use in surveys, namely, going to other people’s surveys to see what other people 
have asked. This is apparently done on the assumption that the other person “knows” 
what they are measuring. Nothing could probably be further from the truth. Another 
indication of the survey researcher’s opting out of the concern with valid measure- 
ment is to include several questions on the same topic, apparently on the assumption 
that one or more of the questions will cohere around something important. This 
is why factor analysis is often used after a pretest to examine whether in fact that 
coherence has been achieved. Generally speaking, if one knows what one wants to 
measure, it will take no more than a few questions to get at it. 


