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C H A P T E R

1

Load balancing is not a new concept in the server or network space. Several
products perform different types of load balancing. For example, routers
can distribute traffic across multiple paths to the same destination, balancing
the load across different network resources. A server load balancer, on the
other hand, distributes traffic among server resources rather than network
resources. While load balancers started with simple load balancing, they
soon evolved to perform a variety of functions: load balancing, traffic
engineering, and intelligent traffic switching. Load balancers can perform
sophisticated health checks on servers, applications, and content to improve
availability and manageability. Because load balancers are deployed as the
front end of a server farm, they also protect the servers from malicious users,
and enhance security. Based on information in the IP packets or content in
application requests, load balancers make intelligent decisions to direct the
traffic appropriately—to the right data center, server, firewall, cache, or
application.

1
Introduction
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C H A P T E R  O N E2

The Need for Load Balancing

There are two dimensions that drive the need for load balancing: servers
and networks. With the advent of the Internet and intranet, networks
connecting the servers to computers of employees, customers, or suppliers
have become mission critical. It’s unacceptable for a network to go down or
exhibit poor performance, as it virtually shuts down a business in the Internet
economy. To build a Web site for e-commerce, for example, there are several
components that must be looked at: edge routers, switches, firewalls, caches,
Web servers, and database servers. The proliferation of servers for various
applications has created data centers full of server farms. The complexity and
challenges in scalability, manageability, and availability of server farms is one
driving factor behind the need for intelligent switching. One must ensure
scalability and high availability for all components, starting from the edge
routers that connect to the Internet, all the way to the database servers in the
back end. Load balancers have emerged as a powerful new weapon to solve
many of these issues.

The Server Environment
There is a proliferation of servers in today’s enterprises and Internet Service

Providers (ISPs) for at least two reasons. First, there are many applications
or services that are needed in this Internet age, such as Web, FTP, DNS, NFS,
e-mail, ERP, databases, and so on. Second, many applications require multiple
servers per application because one server does not provide enough power or
capacity. Talk to any operations person in a data center, and he or she will tell
you how much time is spent in solving problems in manageability, scalability,
and availability of the various applications on servers. For example, if the e-
mail application is unable to handle the growing number of users, an
additional e-mail server must be deployed. The administrator must also think
about how to partition the load between the two servers. If a server fails, the
administrator must now run the application on another server while the failed
one is repaired. Once it has been repaired, it must be moved back into service.
All of these tasks affect the availability and/or performance of the application
to the users.

The Scalability Challenge

The problem of scaling computing capacity is not a new one. In the old
days, one server was devoted to run an application. If that server did not do
the job, a more powerful server was bought instead. The power of servers
grew as different components in the system became more powerful. For
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Introduction 3

example, we saw the processor speeds double roughly every 18 months—
a phenomenon now known as Moore’s law, named after Gordon Moore of
Intel Corporation. But the demand for computing grew even faster. Clustering
technology was therefore invented, originally for mainframe computers. Since
mainframe computers were proprietary, it was easy for mainframe vendors to
use their own technology to deploy a cluster of mainframes that shared the
computing task. Two main approaches are typically found in clustering:
loosely coupled systems and symmetric multiprocessing. But both approaches
ran into limits, and the price/performance is not as attractive as one traverse
up the system performance axis. 

Loosely Coupled Systems

Loosely coupled systems consist of several identical computing blocks
that are loosely coupled through a system bus or interconnection. Each
computing block contains a processor, memory, disk controllers, disk drives,
and network interfaces. Each computing block, in essence, is a computer in
itself. By gluing together a multiple of those computing blocks, vendors such
as Tandem built systems that housed up to 16 processors in a single system.
Loosely coupled systems use interprocessor communication to share the
load of a computing task across multiple processors.

Loosely coupled processor systems only scale if the computing task can
be easily partitioned. For example, let’s define the task as retrieving all
records from a table that has a field called Category Equal to 100. The table
is partitioned into four equal parts, and each part is stored in a disk partition
that is controlled by one processor. The query is split into four tasks, and
each processor runs the query in parallel. The results are then aggregated to
complete the query. 

However, not every computing task is that easy. If the task were to update
the field that indicates how much inventory of lightbulbs are left, only the
processor that owns the table partition containing the record for lightbulbs
can perform the update. If sales of lightbulbs suddenly surged, causing a
momentary rush of requests to update the inventory, the processor that
owned the lightbulbs record would become a performance bottleneck, while
the other processors would remain idle. In order to get the desired scalability,
loosely coupled systems require a lot of sophisticated system and application
level tuning, and need very advanced software, even for those tasks that can
be partitioned. Loosely coupled systems cannot scale for tasks that are not
divisible, or for random hot spots such as lightbulb sales.

Symmetric Multiprocessing Systems

Symmetric multiprocessing (SMP) systems use multiple processors
sharing the same memory. The application software must be written to run
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C H A P T E R  O N E4

Figure 1.1 The OSI specification for network protocols.
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in a multithreaded environment, where each thread may perform one atomic
computing function. The threads share the memory and rely on special
communication methods such as semaphores or messaging. The operating
system schedules the threads to run on multiple processors so that each
can run concurrently to provide higher scalability. The issue of whether a
computing task can be cleanly partitioned to run concurrently applies here
as well. As processors are added to the system, the operating system needs
to work more to coordinate among different threads and processors, and
thus limits the scalability of the system.

The Network Environment 
Traditional switches and routers operate on IP address or MAC address to
determine the packet destinations. However, they can’t handle the needs
of complex modern server farms. For example, traditional routers or
switches cannot intelligently send traffic for a particular application to a
particular server or cache. If a destination server is down, traditional
switches continue sending the traffic into a dead bucket. To understand
the function of traditional switches and routers and how Web switching
represents advancement in the switching technology, we must examine
the Open Systems Interface (OSI) model first.

The OSI Model

The OSI model is an open standard that specifies how different devices or
computers can communicate with each other. As shown in Figure 1.1, it
consists of seven layers, from physical layer to application layer. Network
protocols such as Transmission Control Protocol (TCP), User Datagram
Protocol (UDP), Internet Protocol (IP), and Hypertext Transfer Protocol
(HTTP) can be mapped to the OSI model in order to understand the purpose
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Introduction 5

and functionality of each protocol. IP is a Layer 3 protocol, whereas TCP and
UDP function at Layer 4. Each layer can talk to its peer on a different
computer, and exchange information to the layer immediately below or above
itself.

Layer 2/3 Switching

Traditional switches and routers operate at Layer 2 and/or Layer 3; that is,
they determine how a packet must be processed and where a packet should
be sent based on the information in the Layer 2/3 header. While Layer 2/3
switches do a terrific job at what they are designed to do, there is a lot of
valuable information in the packets that is beyond the Layer 2/3 headers.
The question is, How can we benefit by having switches that can look at the
information in the higher-layer protocol headers?

Layer 4 through 7 Switching

Layer 4 through 7 switching basically means switching packets based on
Layer 4–7 protocol header information contained in the packets. TCP and
UDP are the most important Layer 4 protocols that are relevant to this book.
TCP and UDP headers contain a lot of good information to make intelligent
switching decisions. For example, the HTTP protocol used to serve Web pages
runs on TCP port 80. If a switch can look at the TCP port number, it may be
able to prioritize it or block it, or redirect or forward it to a particular server.
Just by looking at TCP and UDP port numbers, switches can recognize traffic
for many common applications, including HTTP, FTP, DNS, SSL, and
streaming media protocols. Using TCP and UDP information, Layer 4 switches
can balance the request load by distributing TCP or UDP connections across
multiple servers.

The term Layer 4–7 switch is part reality and part marketing hype. Most
Layer 4–7 switches work at least at Layer 4, and many do provide the ability
to look beyond Layer 4—exactly how many and which layers above Layer 4 a
switch covers will vary product to product.

Load Balancing: Definition and Applications

With the advent of the Internet, the network now occupies center stage. As
the Internet connects the world and the intranet becomes the operational
backbone for businesses, the IT infrastructure can be thought of as two
types of equipment: computers that function as a client and/or a server, and
switches/routers that connect the computers. Conceptually, load balancers

kopp_ch01.qxd  12/27/01  11:30 AM  Page 5



C H A P T E R  O N E6

Figure 1.2 Server farm with a load balancer.

Network
Load

Balancer

Servers

Clients

are the bridge between the servers and the network, as shown in Figure 1.2.
On one hand, load balancers understand many higher-layer protocols, so they
can communicate with servers intelligently. On the other, load balancers
understand networking protocols, so they can integrate with networks
effectively.

Load balancers have at least four major applications: 

Server load balancing 

Global server load balancing 

Firewall load balancing

Transparent cache switching 

Server load balancing deals with distributing the load across multiple servers
to scale beyond the capacity of one server, and to tolerate a server failure.
Global server load balancing deals with directing users to different data center
sites consisting of server farms, in order to provide users with fast response
time and to tolerate a complete data center failure. Firewall load balancing
distributes the load across multiple firewalls to scale beyond the capacity of
one firewall, and tolerate a firewall failure. Transparent cache switching
transparently directs traffic to caches to accelerate the response time for
clients or improve the performance of Web servers by offloading the static
content to caches.
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Load-Balancing Products

Load-balancing products are available in many different forms. They can be
broadly divided into three categories: software products, appliances, and
switches. Descriptions of the three categories follow: 

Software load-balancing products run on the load-balanced servers
themselves. These products execute algorithms to coordinate the 
load-distribution process among them. Examples of such products
include products from Resonate, Rainfinity, and Stonebeat.

Appliances are black-box products that include the necessary hardware
and software to perform Web switching. The box may be as simple as a PC
or a server, packaged with some special operating system and software or
a proprietary box with custom hardware and software. F5 Networks and
Radware, for example, provide such appliances. 

Switches extend the functionality of a traditional Layer 2/3 switch into
higher layers by using some hardware and software. While many vendors
have been able to fit much of the Layer 2/3 switching into ASICs, no
product seems to build all of Layer 4–7 switching into ASICs, despite
all the marketing claims from various vendors. Most of the time, such
products only get some hardware assistance, while a significant portion 
of the work is still done by software. Examples of switch products 
include products from Cisco Systems, Foundry Networks, and Nortel
Networks.

Is load balancing a server function or a switch function? The answer to this
question is not that important or interesting. A more important question is,
which load-balancer product or product type better meets your needs in terms
of price/performance, feature set, reliability, scalability, manageability, and
security? This book will not endorse any particular product or product type,
but will cover load-balancing functionality and concepts that apply whether
the load-balancing product is software, an appliance, or a switch. 

The Name Conundrum

Load balancers have many names: Layer 2 through 7 switches, Layer 4 through
7 switches, Web switches, content switches, Internet traffic management
switches or appliances, and others. They all perform essentially similar jobs,
with some degree of variation in functionality. Although load balancer is a
descriptive word, what started as load balancing evolved to encompass much
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C H A P T E R  O N E8

more functionality, causing some to use the term Web switches. This book
uses the term load balancers, because it’s a very short and quite descriptive
phrase. No matter which load-balancer application we look at, load balancing
is the foundation.

How This Book Is Organized

This book is organized into nine chapters. While certain basic knowledge of
networking and Internet protocols is assumed, a quick review of any concept
critical to understanding the functionality of load balancers is usually
provided.

Chapter 1 introduces the concepts of load balancers and explains the
rationale for the advent of load balancing. It includes the different form
factors of load-balancing products and major applications for load balancing.

Chapter 2 explains the basics of server load balancing, including a packet flow
through a load balancer. It then introduces the different load-distribution
algorithms, server-and-application health checks, and the concept of direct
server return. Chapter 2 also introduces Network Address Translation (NAT),
which forms the foundation in load balancing. It is highly recommended that
readers unfamiliar with load-balancing technology read Chapters 2, 3, and 4 in
consecutive order.

Chapter 3 introduces more advanced concepts in server load balancing, such
as the need for session persistence and different types of session-persistence
methods. It then introduces the concept of Layer 7 switching or content
switching, in which the load balancer directs the traffic based on the URLs
or cookies in the traffic flows.

Chapter 4 provides extensive design examples of how load balancers can
be used in the networks. This chapter not only shows the different designs
possible, but it also shows the evolution of the design and why a particular
design is a certain way. This chapter addresses the need for high availability,
including designs that tolerate the failure of a load balancer.

Chapter 5 introduces the concept of global server load balancing and the
various methods for global server load balancing. This chapter includes a
quick refresher of Domain Name Server (DNS) and how it is used in global
server load balancing.

Chapter 6 describes how load balancers can be used to improve the
scalability, availability, and manageability of firewalls. It also addresses
various high-availability designs for firewall load balancing.
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